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Fig. 1. We present diverse phenomena simulated using our compressible flow map method. From small-scale water striders swimming on the surface of a
pond, to large-scale ships on vast oceans, and a Dragon capsule landing on Mars, our simulator captures both compressible and weakly compressible dynamics
spanning various scales of applications with a single unified framework.

This paper presents a unified compressible flow map framework designed
to accommodate diverse compressible flow systems, including high-Mach-
number flows (e.g., shock waves and supersonic aircraft), weakly compress-
ible systems (e.g., smoke plumes and ink diffusion), and incompressible
systems evolving through compressible acoustic quantities (e.g., free-surface
shallow water). At the core of our approach is a theoretical foundation for
compressible flow maps based on Lagrangian path integrals, a novel advec-
tion scheme for the conservative transport of density and energy, and a
unified numerical framework for solving compressible flows with varying
pressure treatments. We validate our method across three representative
compressible flow systems, characterized by varying fluid morphologies,
governing equations, and compressibility levels, demonstrating its ability to
preserve and evolve spatiotemporal features such as vortical structures and
wave interactions governed by different flow physics. Our results highlight
a wide range of novel phenomena, from ink torus breakup to delta wing tail
vortices and vortex shedding on free surfaces, significantly expanding the
range of fluid systems that flow-map methods can handle.
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1 Introduction
Flow-map methods have gained increasing attention in both com-
puter graphics and computational physics for their geometric intu-
ition in transporting fluid elements and their demonstrated ability
to reduce numerical dissipation during flow convection (e.g., see
[Deng et al. 2023; Nabizadeh et al. 2022; Yin et al. 2021, 2023; Zhou
et al. 2024]). When combined with a Lagrangian gauge variable such
as impulse or vorticity, flow-map methods have been successfully
applied to simulate a broad range of flow systems, including vor-
tex streets [Wang et al. 2024], particle-laden flows [Li et al. 2024b],
free-surface splashes [Li et al. 2024a], and solid-fluid couplings
[Chen et al. 2024], to name just a few. These methods have consis-
tently showcased impressive capabilities in accurately addressing
the difference between vortical structures and physical elements in
a variety of flow settings.

However, despite the incorporation of various physical elements
into the flow-map framework, previous studies have exclusively
focused on incompressible fluids. Two reasons underlie this limi-
tation: (1) For the advection step, the flow-map schemes available
for point, line, and surface elements are only applicable in incom-
pressible settings, as their derivations assume the velocity field is
divergence-free (see [Wu et al. 2007]); (2) For the projection step, typ-
ical flow-map solvers rely on a Poisson system to project the gauge
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variable (e.g., impulse) back to velocity at each timestep, which only
functions in incompressible settings by projecting out the curl-free
component based on Helmholtz decomposition.

Compressible flows, by contrast, have not yet been integrated into
the blueprint of flow-map methods, thereby excluding a wide range
of highly compressible or weakly compressible fluid systems that
could potentially benefit from the flow map’s exceptional vorticity
evolution capabilities. These flow phenomena include not only the
traditionally recognized high-Mach-number compressible gases (such
as shock waves, rocket launches, or supersonic aircraft breaking
sound barriers) but also many incompressible fluid systems com-
monly encountered in other practical problems, where fluid velocity
evolves in a compressible manner by advancing a certain "acoustic"
quantity related to pressure (e.g., the fluid height in shallow water or
the film thickness in soap bubbles). Furthermore, compressible flow
systems encompass an important category of weakly compressible
fluids, whose flow behavior closely resembles that of incompressible
fluids when the compression ratio is visually negligible. These fluids
have been widely simulated in graphics applications to mimic their
incompressible counterparts. A wide range of classical simulation
algorithms, such as SPH [Brookshaw 1985], MPM [Jiang et al. 2016],
and LBM [Chen and Doolen 1998], all fall into this category.
This paper addresses the challenges of facilitating compressible

fluid simulation using flow-map techniques. We have developed
a unified and versatile compressible flow map framework to ac-
commodate various types of compressible systems, as surveyed
above, ranging from supersonic sound barriers and free-surface
wave-vortex interactions to weakly compressible fluid phenomena
such as smoke plumes and ink diffusion. We tackle the problem
from both theoretical and algorithmic perspectives. On the theoreti-
cal side, we propose a unified compressible flow map model based
on Lagrangian path integrals, with the formal incompressible flow
map formula as a special case. Building on this novel compressible
flow-map model, we further develop a unified simulation algorithm
to conservatively evolve quantities such as density and energy over
long ranges on a non-divergence-free velocity field. The evolution
of these quantities naturally preserves and evolves flow features
(such as complex vortical structures on a free surface), which have
been infeasible for previous compressible flow solvers. This enables
a broad range of new flow phenomena to be simulated using our
flow-map techniques, thereby producing physically based vortical
structures and their interactions with compressible waves that have
not been captured previously. These phenomena range from ink
torus breakup to delta wing tail vortices, from shocks generated
by the Dragon return capsule to water striders walking on water
surfaces, and from ships navigating vast oceans to vortices on small-
scale surfaces, demonstrating the capability of flow-map methods
outside their original incompressible domain.
We summarize our contributions as follows:

(1) We derive a compressible flow map model capable of charac-
terizing both compressible and incompressible flow systems.

(2) We develop a novel advection scheme based on Lagrangian
path integrals to conservatively transport physical quantities
in compressible flow fields.

(3) We propose a unified numerical framework to solve compress-
ible flow problems with various pressure treatments.

(4) We demonstrate the applications of our compressible flow-
map solver in addressing shallow water, shock waves, and
weakly compressible fluids, showcasing a wide range of phe-
nomena across different substances,Mach numbers, and vortex-
wave interactions.

2 Related Work
Shallow Water. To reduce the cost of simulating large fluid sur-

faces using the full incompressible Navier-Stokes equation, shallow
water approximation [De St Venant 1871] was proposed seeking
improvement on previous Airy wave theory simulation [Airy 1845]
which assumes the fluid is irrotational and inviscid. Subsequent
developments enabled the creation of splashing effects [Chentanez
et al. 2015; O’brien and Hodgins 1995] and the coupling of solids
and fluids [Chen et al. 1997] within the Shallow Water framework.
The transition of Shallow Water simulations to GPU processing
was pioneered by Hagen et al. [2005]. Further research explored
solving Shallow Water on water surface meshes [Wang et al. 2007],
utilizing Smoothed Particle Hydrodynamics (SPH) [Lee and Han
2010; Solenthaler et al. 2011], and integrating non-reflective bound-
ary conditions [Chentanez and Müller 2010]. Recent advancements
have enhanced the vorticity wake effects [Pan et al. 2012], enrich-
ing surface detail through synthesized approaches. Additionally,
Jeschke and Wojtan [2023] expanded the scope of Shallow Water
by enabling the simulation of dispersive waves. Despite efforts to
enhance the convection term in SWE for vortex preservation, as
attempted in [Pan et al. 2012], effectively inducing and maintaining
surface vortical structures using SWE remains challenging.

Shock Wave. In graphics, early developments in shock wave sim-
ulations relied on explicit discretizations of the compressible Euler
equations [Yngve et al. 2000]. Sewall et al. [2009] introduced a finite
volume Riemann solver to improve performance. A comprehensive
review preceding the suggestion to solve the compressible Euler’s
Equations implicitly was presented in [Fedkiw et al. 2003]. However,
explicit approaches suffer from strict CFL constraints, limiting scala-
bility to large domains or high resolutions. Kwatra et al. [2010, 2009]
addressed this with the Mach Poisson solver—an incompressible-
style Poisson formulation that relaxes CFL restrictions by solving a
modified pressure equation. Combined with ENO/WENO [Liu et al.
1994; Shu and Osher 1988] schemes and TVD-RK advection, this ap-
proach enables stable Euler equation solutions on a grid. Grétarsson
et al. [2011] improved solution robustness for shock-solid interac-
tions, and Grétarsson and Fedkiw [2013] ensured mass conservation.
Recent extensions cover subgrid-scale modeling [Hyde and Fedkiw
2019] and MPM coupling for soft bodies [Cao et al. 2022].

Weakly Compressible Flow. Mainstream methods for simulating
weakly compressible flows are primarily categorized into three
types: Smoothed Particle Hydrodynamics (SPH) [Brookshaw 1985],
Material Point Method (MPM) [Jiang et al. 2016], and Lattice Boltz-
mann Method (LBM) [Chen and Doolen 1998]. These methods have
been widely applied across various scenarios, including simulating
smoke [Gao et al. 2009; Stam and Fiume 1995; Zhu et al. 2010], free

ACM Trans. Graph., Vol. 44, No. 4, Article . Publication date: August 2025.



Fluid Simulation on Compressible Flow Maps • 3

surface fluids [Becker and Teschner 2007], enabling two-way cou-
pling [Hu et al. 2018; Lyu et al. 2021], and low Mach aircraft [Lyu
et al. 2023] motions within wind tunnel environments. However,
methods like SPH struggle with vorticity preservation, and to the
best of our knowledge, there have been no compressible solvers
in the graphics community proposed for either MPM or LBM that
adequately address the simulation of shock waves.

Flow Map Methods. Flow maps were first introduced by Wiggert
and Wylie [1976]. This technique, which reduces diffusion error
in semi-Lagrangian advection, inspired numerous adaptations in
the graphics community for fluid simulation [Hachisuka 2005; Qu
et al. 2019; Sato et al. 2018, 2017; Tessendorf 2015]. Later, Nabizadeh
et al. [2022] utilized flow map for advection in the gauge variable
framework. Building on these foundations, the Neural Flow Map
(NFM) [Deng et al. 2023] introduced neural networks to improve
the accuracy of flow maps. Hybrid approaches such as Particle Flow
Map (PFM) [Zhou et al. 2024], Impulse PIC (IPIC) [Sancho et al.
2024] and CO-FLIP [Nabizadeh et al. 2024] have merged particle
techniques with flow maps. Li et al. [2024a] extended flow map
methods to simulation with pure Lagrangian representations. Most
recently, flow maps have also been adapted to vortex method [Wang
et al. 2024] and been used to simulate various phenomena includ-
ing particle-laden flow [Li et al. 2024b], two-phase flow [Sun et al.
2024] and solid-fluid coupling [Chen et al. 2024]. Our method aims
to unify previous research on incompressible simulation domains
within a unified compressible and weakly compressible simulation
framework without harming visual quality.

3 Mathematical Background
Consider a fluid that flows from the initial domain U𝑠 at time 𝑠 ,
governed by a velocity field u(x, 𝑡), x ∈ U𝑡 , 𝑡 ≥ 𝑠 , where U𝑡 is
the domain of the fluid at time 𝑡 . For any two times 𝑡1, 𝑡2 ≥ 𝑠 , de-
fine the forward flow map Φ𝑡1→𝑡2 : U𝑡1 → U𝑡2 and the backward
flow map Ψ𝑡2→𝑡1 : U𝑡2 → U𝑡1 , such that for any fluid particle 𝑝
moving according to the velocity field u(x, 𝑡), the position x𝑝 (𝑡1)
of 𝑝 at time 𝑡1 and the position x𝑝 (𝑡1) at time 𝑡2 satisfy the rela-
tions Φ𝑡1→𝑡2 (x𝑝 (𝑡1)) = x𝑝 (𝑡2) and Ψ𝑡2→𝑡1 (x𝑝 (𝑡2)) = x𝑝 (𝑡1). The
Jacobians of the forward and backward flow maps are defined as
F𝑡1→𝑡2 (x) =

𝜕Φ𝑡1→𝑡2 (x)
𝜕x , x ∈ U𝑡1 and T𝑡2→𝑡1 (x) =

𝜕Ψ𝑡2→𝑡1 (x)
𝜕x , x ∈

U𝑡2 , respectively. The flow maps Φ𝑠→𝑡 , Ψ𝑡→𝑠 and their Jacobians,
are evolved as:{

𝜕Φ𝑠→𝑡 (x)
𝜕𝑡 = u(Φ𝑠→𝑡 (x), 𝑡), Φ𝑠→𝑠 (x) = x

𝜕F𝑠→𝑡 (x)
𝜕𝑡 = ∇u(Φ𝑠→𝑡 (x), 𝑡)F𝑠→𝑡 (x), F𝑠→𝑠 (x) = I

(1)

{
𝐷Ψ𝑡→𝑠 (x)

𝐷𝑡
= 0, Ψ𝑠→𝑠 (x) = x

𝐷T𝑡→𝑠 (x)
𝐷𝑡

= −T𝑡→𝑠 (x)∇u(x, 𝑡), T𝑠→𝑠 (x) = I
(2)

Equations 1 and 2 can be solved using a Lagrangian or Eulerian
perspective, which we briefly review as follows.

Lagrangian flow maps. A Lagrangian flow map uses particles
𝑝 ∈ P to sample the fluid domain. Each particle x𝑝 (𝑡) at time 𝑡
carries corresponding Jacobians F𝑝 (𝑡) = F𝑠→𝑡 (x𝑝 (𝑠)) and T𝑝 (𝑡) =
T𝑡→𝑠 (x𝑝 (𝑡)), initiated from x𝑝,0. The particle position 𝑥𝑝 (𝑡) and the

Jacobians F𝑝 (𝑡) and T𝑝 (𝑡) are evolved as:
𝑑x𝑝 (𝑡)
𝑑𝑡

= u(x𝑝 (𝑡), 𝑡), x𝑝 (𝑠) = x𝑝,0{
𝑑F𝑝 (𝑡 )

𝑑𝑡
= ∇u(x𝑝 (𝑡), 𝑡)F𝑝 (𝑡)

𝑑T𝑝 (𝑡 )
𝑑𝑡

= −T𝑝 (𝑡)∇u(x𝑝 (𝑡), 𝑡)
, F𝑝 (𝑠) = T𝑝 (𝑠) = I

(3)

where I is the identity matrix.

Eulerian flow maps. An Eulerian flow map discretizes the fluid
domain on a grid. It evolves Φ𝑠→𝑡 (x) and F𝑠→𝑡 (x) on the grid
according to Equation 1. At each time step 𝑟 , it starts from the
current time step 𝑟 and traces backwards with a velocity buffer to
evolve Ψ𝑟→𝑡 (x) and T𝑟→𝑡 (x), yielding Ψ𝑟→𝑠 (x) and T𝑟→𝑠 (x):{

𝜕Ψ𝑟→𝑡 (x)
𝜕𝑡 = u(Ψ𝑟→𝑡 (x), 𝑡), Φ𝑟→𝑟 (x) = x

𝜕T𝑟→𝑡 (x)
𝜕𝑡 = ∇u(Ψ𝑟→𝑡 (x), 𝑡)T𝑟→𝑡 (x), T𝑟→𝑟 (x) = I

(4)

Incompressible flow on flow maps. Let u𝑀𝑠→𝑡 be the mapped ve-
locity using flow map Jacobian u𝑀𝑠→𝑡 (x) = T𝑡→𝑠 (x)⊤u(Ψ𝑡→𝑠 (x), 𝑠).
For an incompressible fluid without external forces, the mapped
velocity u𝑀𝑠→𝑡 also serves as the impulse variable m𝑡 , i.e., m𝑡 (x) =
u𝑀𝑠→𝑡 (x) [Cortez 1996]. Since the impulse m𝑡 is a gauge trans-
formation of the velocity u𝑡 , there exists a scalar field Λ𝑡 such
that m𝑡 = u𝑡 + ∇Λ𝑡 , where Λ𝑡 satisfies the evolution equation
𝐷Λ𝑡

𝐷𝑡
= − 1

𝜌 ∇𝑝 + 1
2∇|u|

2[Cortez 1996; Nabizadeh et al. 2022]. Using
the impulse variable, the fluid velocity can be expressed as:

m𝑡 (x) = T⊤
𝑡→𝑠 (x)u𝑠 (Ψt→s (x)),

u𝑡 (x) = m𝑡 (x) − ∇Λ𝑡 (x), ΔΛ𝑡 = ∇ · m𝑡 .
(5)

Here, Λ𝑡 can be obtained from the Poisson equation in the second
line, rather than solving its evolution equation, since m𝑡 = u𝑡 +∇Λ𝑡

forms the Helmholtz decomposition of m𝑡 .

4 Compressible Flow Map

4.1 Physical Equations
4.1.1 Compressible flow. We consider the following compressible
fluid system:

𝐷u
𝐷𝑡

= − 1
𝜌
∇𝑝 + f,

𝐷𝜌

𝐷𝑡
= −(∇ · u)𝜌.

(6)

This system is not closed for unknown pressure 𝑝 . Due to the diverse
sources of pressure calculation under compressible flow conditions,
the system can be closed using various methods of pressure deter-
mination, such as from the height field in Shallow Water, from the
equation of state (EOS) in shock waves, or from solving a complex
variable Poisson equation namely Mach Poisson [Kwatra et al. 2009].

4.1.2 Gauge transform. In incompressible fluids, the impulse m𝑡 =

u𝑡 +∇Λ𝑡 naturally forms a Helmholtz decomposition for divergence-
free velocity field 𝑢 and constant-coefficient pressure term ∇𝑝 . In
compressible fluids, however, the time-dependent density in 1

𝜌 ∇𝑝
and the lack of divergence-free velocity fields make the problem
more complex. Therefore, to apply the flow map framework to
compressible fluids and leverage its notable advantage of strong
vortex preservation, the first challenge is to define a suitable impulse
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gauge transformation and to formulate a method for computing the
impulse in compressible flows.
Analogous to the impulse formulation in incompressible fluids,

Shivamoggi [2010] and Pareja [2007] define the impulse gauge trans-
formation for compressible fluids as

m𝑡 = u𝑡 +
1
𝜌𝑡

∇Λ̃𝑡 (7)

where the density 𝜌𝑡 is time-dependent and spatially varying. How-
ever, unlike the incompressible case described in (5), they did not
derive a general form for m𝑡 due to the added complexity intro-
duced by the dependence on 𝜌𝑡 . They only showed that under the
barotropic condition with time-invariant density 𝜕𝜌

𝜕𝑡 = 0, the rela-
tion m𝑡 (x) = T⊤

𝑡→𝑠 (x)u𝑠 (Ψ𝑡→𝑠 (x)) still holds for computing m𝑡 (x).
We extend this result by resolving the computation of m𝑡 (x)
under more general barotropic condition without the time-
invariant density constraint, enabling the impulse to be properly
defined and computed in a broader range of applications—including
all scenarios commonly encountered in computer graphics. Under
the barotropic condition, the impulse is computed as follows (see
Appendix A for the proof):

m𝑡 (x) =
T⊤
𝑡→𝑠 (x)

|T𝑡→𝑠 (x) |
u𝑠 (Ψ𝑡→𝑠 (x))+

T⊤
𝑡→𝑠 (x)

|T𝑡→𝑠 (x) |
E𝑠→𝑡 (Ψ𝑡→𝑠 (x)),

E𝑠→𝑡 (x)=
∫ 𝑡

𝑠

F⊤
𝑠→𝜏 (x)

|F𝑠→𝜏 (x) |
(−∇𝜌

2𝜌
|u|2−(∇·u)u + f) (Φ𝑠→𝜏 (x), 𝜏)𝑑𝜏,

u𝑡 (x) = m𝑡 (x) −
1
𝜌𝑡

∇Λ̃𝑡 (x),
(8)

where Λ̃𝑡 satisfies the advection equation 𝐷Λ̃𝑡

𝐷𝑡
= 𝑝𝑡 − 1

2𝜌𝑡 |u𝑡 |
2.

Here, | · | represents matrix determinant for flow map Jacobians
and vector norms for vector quantities. We show that Λ̃𝑡 can be
expressed in integral form as:

Λ̃𝑡 (x) =
∫ 𝑡

𝑠

(𝑝 − 1
2
𝜌 |u|2) (Φ𝑠→𝜏 ◦ Ψ𝑡→𝑠 (x), 𝜏)𝑑𝜏 . (9)

As shown in the equations above, unlike the incompressible case
in Equation 5, we cannot trivially write down a simple mapping form
for m𝑡 due to its additional dependence on 𝜌𝑡 . Instead, the mapping
of m𝑡 involves several quantities, such as the Jacobian determinant,
velocity divergence, and density gradient, which are only present
in the case of compressible flow. In this compressible case, the long-
termmapped velocity is given by u𝑀𝑠→𝑡 (x) =

T⊤
𝑡→𝑠 (x)

| T𝑡→𝑠 (x) | u𝑠 (Ψ𝑡→𝑠 (x)).
Equation 5 for incompressible fluids is a special case of this equation
withΛ𝑡 =

1
𝜌𝑡
Λ̃𝑡 when 𝜌𝑡 is constant,∇·u = 0 and |T𝑡→𝑠 | = |F𝑠→𝑡 | =

1 under the incompressible condition.

4.1.3 Notes on projection. Notably, for compressible fluids, the com-
putation from m to u differs from the incompressible case, where
Λ𝑡 is obtained via a projection step by solving a Poisson equation.
In a compressible system, m𝑡 = u𝑡 + 1

𝜌𝑡
∇Λ̃𝑡 does not represent the

Helmholtz decomposition of m𝑡 , making it impractical to derive a
projection step for the long-term integration of Λ from the pressure
𝑝 . Therefore, Λ̃𝑡 in Equation 8 should be computed by integrating
Equation 9, and E𝑠→𝑡 is obtained using the same approach.

4.2 Unified Flow-Map Model
Because both Λ̃𝑡 and E𝑠→𝑡 in Equation 8 require integration, we aim
to simplify the computation by merging these two integral forms,
namely merging T⊤

𝑡→𝑠

| T𝑡→𝑠 | E𝑠→𝑡 (Ψ𝑡→𝑠 (x)) and − 1
𝜌𝑡
∇Λ̃𝑡 (x). By substi-

tuting the expression of m𝑡 (x) from Equation 8 into the expression
for u𝑡 (x), and transforming Λ̃𝑡 to incorporate both Λ̃𝑡 and E𝑠→𝑡 ,
we obtain the flow map-based formula for computing u𝑡 (x) (see
Appendix B for details):

u𝑡 (x) =
T⊤
𝑡→𝑠 (x)

|T𝑡→𝑠 (x) |
u𝑠 (Ψ𝑡→𝑠 (x))︸                         ︷︷                         ︸

mapping

+
T⊤
𝑡→𝑠 (x)

|T𝑡→𝑠 (x) |
Ẽ𝑠→𝑡 (Ψ𝑡→𝑠 (x))︸                             ︷︷                             ︸

path integral

(10)
where Ẽ𝑠→𝑡 is defined as

Ẽ𝑠→𝑡 (x)=
∫ 𝑡

𝑠

F⊤
𝑠→𝜏 (x)

|F𝑠→𝜏 (x) |
(− 1

𝜌
∇𝑝 + 1

2
∇|u|2−(∇·u)u + f) (Φ𝑠→𝜏 (x), 𝜏)𝑑𝜏,

(11)
Considering the special case of an incompressible fluidwhere |T𝑡→𝑠 | =
|F𝑠→𝜏 | = 1 and ∇ · u = 0, we have

u𝑡 (x) = T⊤
𝑡→𝑠 (x)u𝑠 (Ψ𝑡→𝑠 (x))︸                      ︷︷                      ︸

mapping

+ T⊤
𝑡→𝑠 (x)Ẽ𝑠→𝑡 (Ψ𝑡→𝑠 (x))︸                           ︷︷                           ︸

path integral

(12)

with Ẽ𝑠→𝑡 (x)

Ẽ𝑠→𝑡 (x)=
∫ 𝑡

𝑠

F⊤
𝑠→𝜏 (x) (−

1
𝜌
∇𝑝 + 1

2
∇|u|2+ f) (Φ𝑠→𝜏 (x), 𝜏)𝑑𝜏 (13)

Surprisingly, Equation 10 and its incompressible counterpart,
Equation 12, remain equivalent even in the compressible case (see
Appendix C for proof). Moreover, equations 10 and 12 can be used in-
terchangeably for calculating both compressible and incompressible
flow maps, providing a unified flow-map model for both fluid types.
Although Eq. 10, using mapping based on F⊤

𝑠→𝜏 (x)
| F𝑠→𝜏 (x) | and

T⊤
𝑡→𝑠 (x)

| T𝑡→𝑠 (x) | ,
seems to better reflect the nature of compressible flows, our ex-
periments show that not only are Equation 12 and 10 mathemati-
cally equivalent, but their accuracy is also nearly indistinguishable
(see the experiments in Sec. 9.1). Therefore, for the sake of lower
computational cost and greater implementation simplicity, we will
primarily focus on using Equation 12 to solve various compressible
or weakly compressible flow systems in the subsequent sections.
Equations 12 and 13 can also be derived directly using 1-form no-
tation and Lie derivatives (see Appendix C for details). Here, we
adopt a vector-based formulation to maintain consistency with the
impulse literature [Pareja 2007; Shivamoggi 2010].

4.3 Physical Quantity Transport
With the compressible flow-map algorithm established, we now
develop the physical quantity transport formula based on it.

4.3.1 Velocity Mapping. Velocity mapping is achieved using the
flow map Jacobian which consists of the first part of Equation 12
similar to the usage under incompressible setting.

u𝑀𝑠→𝑡 (x) = T𝑡→𝑠 (x)⊤u(Ψ𝑡→𝑠 (x), 𝑠) (14)
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Mach = 2Mach = 0.9Mach = 0.4

Fig. 2. We simulate a Dragon Capsule landing on Mars, matching results from [Spa 2015].

where u𝑀𝑠→𝑡 (x) is the mapped velocity evaluated at time 𝑡 and
u(Ψ𝑡→𝑠 (x), 𝑠) is the velocity at initial time 𝑠 . T𝑡→𝑠 (x)⊤ denotes
transpose of the backward flow map Jacobian.

4.3.2 Conservative Quantity Mapping. Unlike the incompressible
setting where impulse and velocity are the primary quantities being
mapped, in a compressible setting, a flow-map model also facilitates
the transport of other quantities, such as density and energy, whose
evolution can be summarized as:{

𝐷𝑞

𝐷𝑡
= −𝜃 (∇ · u)𝑞

𝑞(x, 𝑠) = 𝑞𝑠 (x), x ∈ U𝑠 ,
(15)

where 𝑞 represents a scalar field (e.g., density, energy, or height
field) and 𝜃 is a constant. The long-range flow-map expression
of the quantity transported in Equation 15 can be written as (see
Appendix E for a proof):

𝑞(x, 𝑡) = |T𝑠→𝑡 (x) |𝜃𝑞𝑠 (Ψ(x, 𝑡)), (16)

in which |T𝑠→𝑡 (x) | denotes the determinant of flow map Jacobian
T evaluated at time 𝑡 and 𝜃 represents the constant used in conser-
vative quantity advection where 𝜃 = 1 for density or height field
and 𝜃 = 𝛾 − 1 for energy field. We refer readers to Sections 5.1 and
5.2.1 for different examples of 𝑞 in different fluid systems.

4.4 Pressure Projection & Path Integral
We now describe our approach to solving the path integral in Equa-
tion 12 to recover the fluid velocity field. Unlike incompressible
flows—where velocity is obtained by solving a Poisson equation
for pressure and removing its gradient—compressible flows require
distinct treatments depending on the pressure source. Specifically,
velocity can be computed by evolving a height field (as in shallow
water) or by solving a variable-coefficient Poisson system (as in
shock simulations). We refer to these as Acoustic Pressure and
Poisson Pressure systems, respectively. The procedures are out-
lined below:

4.4.1 Velocity Conversion: To accommodate these different cases
for pressure projection, we propose a long-short flow map transfor-
mation scheme to calculate u𝑡 (x) based on the long-range mapped
velocity u𝑀𝑠→𝑡 (x). In particular, we convert u𝑀𝑠→𝑡 (x) to u𝐴

𝑡 ′→𝑡
(x)

using a path integral maintained along the trajectory of each flow
map

u𝐴𝑠→𝑡 (x) = u𝑀𝑠→𝑡 (x)+

T⊤
𝑡→𝑠 (x)Ẽ𝑠→𝑡 ′ (Ψ𝑡→𝑠 (x)) + ( 1

2
∇|u𝑡 |2 + f𝑡 ) (x)Δ𝑡

(17)

where Ẽ𝑠→𝑡 ′ (Ψ𝑡→𝑠 (x)) being the path integral.

4.4.2 Pressure Projection. After conversion, the pressure projec-
tion for u𝐴

𝑡 ′→𝑡
(x) can be solved by taking any of the conventional

projection methods for compressible flow and updated as

u𝑡 (x) = u𝐴𝑡 ′→𝑡 (x) − f𝑝Δ𝑡 (18)

4.4.3 Path Integral. With a calculated pressure, the path integral
can now be evaluated using

Ẽ𝑠→𝑡 (x) = Ẽ𝑠→𝑡 ′ (x)+

F⊤
𝑡→𝑠 (x) (−f𝑝 + 1

2
∇|u|2 + f) (Φ(x), 𝑡)Δ𝑡

(19)

Here, we represent the various pressure terms collectively as f𝑝 and
assume a unified treatment for their path integrals. This approach
ensures that our flow-map framework remains compatible with the
pressure projection steps of different compressible flow systems. For
specific examples of compressible models and their implementations,
we refer readers to Section 5. We summarize our compressible flow-
map framework in Algorithm 1.

5 Compressible Flow Systems
We implement the unified flow map methodology delineated in the
preceding sections to simulate three different compressible flow
systems: shallow water, shock wave, and weakly compressible fluid.
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Fig. 3. Three ships moving in a circle on an open ocean surface. Passively advected fluid particles are used to form foams and splashes. Interesting vortical
motion marked by foams can be observed.

Algorithm 1 Compressible Flow Map Pipeline

1: Velocity Mapping: ⊲ Sec. 4.3.1
2: Calculate u𝑀𝑠→𝑡 (x) = T⊤

𝑡→𝑠 (x)u𝑠 (Ψ𝑡→𝑠 (x)).
3: Conservative Quantity Mapping: ⊲ Sec. 4.3.2
4: Calculate 𝑞(x, 𝑡) = |T𝑡→𝑠 (x) |𝜃𝑞𝑠 (Ψ(x, 𝑡)).
5: Conversion: ⊲ Sec. 4.4.1
6: Convert u𝑀𝑠→𝑡 (x) to u𝐴

𝑡 ′→𝑡
(x)

7: Pressure Projection: ⊲ Sec. 4.4.2
8: Calculate the pressure term f𝑝 using conservative quantities

𝑞(x, 𝑡) for Acoustic Pressure systems, or directly from u𝐴𝑠→𝑡 (x)
for Poisson Pressure systems. Then perform projection:

u𝑡 (x) = u𝐴𝑠→𝑡 (x) − f𝑝Δ𝑡

9: Path Integral Calculation: ⊲ Sec. 4.4.3
10: Update the path integrator as follows:

Ẽ𝑠→𝑡 (𝑥) = Ẽ𝑠→𝑡 ′ (x)+

F⊤
𝑡→𝑠 (x) (−f𝑝 + 1

2
∇|u|2 + f) (Φ(x), 𝑡)Δ𝑡

5.1 Shallow Water
For incompressible three-dimensional large-scale fluids, such as
the ocean surface, where the water depth is much smaller than the
horizontal feature size, the vertical momentum equation can be
neglected. The shallow water equation can be derived as:{

𝐷ℎ
𝐷𝑡

= −(∇ · u)ℎ
𝐷u
𝐷𝑡

= −𝑔∇ℎ,
(20)

where ℎ(x, 𝑡) ≥ 0, x ∈ R2 is a scalar field representing the vertical
height of the water surface above the ground and u(x, 𝑡), x ∈ R2 is
a 2D vector field representing the horizontal velocity.

As a two-dimensional compressible flow system, the height field
ℎ(x, 𝑡) and lnℎ(x, 𝑡) can be considered analogous to the density
field 𝜌 and pressure field 𝑝 in compressible systems of Equation 6.
Following our previous derivation process in section 4 , the solution
of the shallow water equation can be expressed using the long-term

flow map:


u(x, 𝑡) = T⊤

𝑡→𝑠 (x)u𝑠 (Ψ𝑡→𝑠 (x)) + T⊤
𝑡→𝑠 (x)Ẽ𝑠→𝑡 (Ψ𝑡→𝑠 (x)),

Ẽ𝑠→𝑡 (x) =
∫ 𝑡

𝑠
F𝑇
𝑠→𝜏 (x) (−𝑔∇ℎ + 1

2∇|u|
2) (Φ𝑠→𝜏 (x), 𝜏)𝑑𝜏,

ℎ(x, 𝑡) = |T𝑡→𝑠 (x) |ℎ𝑠 (Ψ𝑡→𝑠 (x)),
(21)

where Φ𝑠→𝑡 and Ψ𝑡→𝑠 are two-dimensional flow maps evolving
under the non-divergence-free 2D horizontal velocity u(x, 𝑡), and
the 2 × 2 matrices F𝑠→𝑡 and T𝑡→𝑠 represent Jacobians of Φ𝑠→𝑡

and Ψ𝑡→𝑠 respectively. In the flow map method, the velocity in
Equation 21 is computed using the framework for compressible
systems outlined in framework 1, where the pressure term is given
by f𝑝 = 𝑔∇ℎ in the absence of external forces and viscosity. This
pressure term f𝑝 = 𝑔∇ℎ can be obtained from the height field,
mapped by flow maps, as shown in the third lines of Equation 21.

5.2 Shock Wave
5.2.1 Acoustic PressureMethod. Following standard literature [Mon-
aghan and Gingold 1983] and using acoustic pressure methods for
simulating compressible flow, we describe the governing equations:



𝐷𝜌

𝐷𝑡
= −𝜌∇ · u,

𝐷u
𝐷𝑡

= − 1
𝜌
∇𝑝,

𝐷𝑒

𝐷𝑡
= −𝑝

𝜌
∇ · u

(22)

where 𝑒 represents fluid internal energy and the system is closed
with the equation of state (EOS) 𝑝 = (𝛾 − 1)𝜌𝑒 and with a speed of
sound defined as 𝑐 =

√︁
𝛾 (𝛾 − 1)𝑒 .

By substituting 𝑝 with its value from EOS, the last equation of
Equation 22 can bewritten as 𝐷𝑒

𝐷𝑡
= −(𝛾−1)𝑒∇·u. The solution to the

above system can be formed into a similar form as Equation 21 using
long-term flow map and the advection equation from Equation 16:
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Fig. 4. The lefthand side image shows our simulation rendered in a realistic way. Waves form a caustic effect with vortices forming on the water surface. The
righthand side image shows our vorticity rendering directly on the water surface with negative vorticity being purple and positive vorticity being yellow.


u(x, 𝑡) = T𝑇

𝑡→𝑠 (x)u𝑠 (Ψ𝑡→𝑠 (x)) + T𝑇
𝑡→𝑠 (x)Ẽ𝑠→𝑡 (Ψ𝑡→𝑠 (x))

Ẽ𝑠→𝑡 (x) =
∫ 𝑡

𝑠
F𝑇
𝑠→𝜏 (x) (− 1

𝜌 ∇((𝛾 − 1)𝜌𝑒) + 1
2∇|u|

2) (Φ𝑠→𝜏 (x), 𝜏)𝑑𝜏
𝜌 (x, 𝑡) = |T𝑡→𝑠 (x) |𝜌𝑠 (Ψ𝑡→𝑠 (x))
𝑒 (x, 𝑡) = |T𝑡→𝑠 (x) |𝛾−1𝑒𝑠 (Ψ𝑡→𝑠 (x))

(23)
The pressure term now is represented with the EOS constraint which
is written as 𝑓𝑝 = 1

𝜌 ∇((𝛾 − 1)𝜌𝑒) and other flow map quantities are
defined the same as the previous definition.

5.2.2 Pressure Poisson Method. Solving a compressible system fol-
lowing Poisson projection requires minimal modification to the
above system. We follow the definition from [Kwatra et al. 2009]
and describe our governing equation as follows:

𝐷𝜌

𝐷𝑡
= −𝜌∇ · u,

𝐷u
𝐷𝑡

= − 1
𝜌
∇𝑝,

𝐷𝐸

𝐷𝑡
= −𝐸∇ · u − ∇ · (𝑝u),

(24)

Here, 𝐸 denotes fluid total energy per unit volume and is represented
as 𝐸 = 𝜌𝑒 + 1

2𝜌 |u|
2 where 𝑒 denotes the internal energy, and the

second term represents kinetic energy. The system is closed with an
equation of state (EOS) 𝑝 = (𝛾 −1)𝜌𝑒 . Following [Kwatra et al. 2009],
we split the above system into advective and non-advective parts
and couple them with the Mach Poisson projection. By rewriting
the advection part for 𝐸 and 𝜌 as:

𝐷𝜌

𝐷𝑡
= −𝜌∇ · u,

𝐷𝐸

𝐷𝑡
= −𝐸∇ · u,

(25)

we solve this system directly with RK4 advection scheme and get
𝐸𝐴𝑡 , 𝜌

𝐴
𝑡 . The velocity advection remains unchanged using the flow

map method which is calculated as u𝐴𝑡 = T⊤
𝑡→𝑠 (x)u𝑠 (Ψ𝑡→𝑠 (x)) +

T⊤
𝑡→𝑠 (x)Ẽ𝑠→𝑡 (Ψ𝑡→𝑠 (x))
In order to capture shocks while using a large CFL number, Mach

Poisson was proposed. Discretizing the second equation in Equa-
tion 24, we have u𝑡 − u𝐴𝑡 = Δ𝑡

∇𝑝𝑡
𝜌𝑡

. Taking divergence on both
sides leaves an additional ∇ · u𝑡 term due to compressibility of fluid
which can be estimated using advected pressure field [Kwatra et al.

2009] as ∇ · u𝑡 =
𝑝𝐴𝑡 −𝑝𝑡

Δ𝑡𝜌𝑟−1𝑐𝑟−1
Using this estimated divergence term

and taking divergence on both sides of the previous equation, the
Poisson equation becomes:

𝑝𝐴𝑡

𝜌𝑡 ′ (𝑐2𝑡 ′ )Δ𝑡2
− 1

Δ𝑡
∇ · u𝐴𝑡 = −∇2𝑝𝑡

𝜌𝑡
+ 𝑝𝑡

Δ𝑡2𝑐2
𝑡 ′𝜌𝑡

′
(26)

Here, 𝑝𝐴 denotes the advected pressure which is reinitialized every
step using the EOS equation to avoid numerical drift and is advected
using RK4 scheme with 𝐷𝑝

𝐷𝑡
= 0. 𝜌𝑡 ′ represents the 𝜌 from previous

step, 𝑐 denotes sound speed. Other quantities here are described in
previous sections.

After solving the Poisson equation,

f𝑝 =
1
𝜌 𝑡

∇𝑝𝑡 (27)

is used for projecting velocity using Equation 18.
After solving Mach Poisson, we perform the correction step in

[Kwatra et al. 2009]. We first split pressure from cell center to cell
faces using a density-weighted averaging and then update 𝜌u with

(𝜌u)𝑡 = (𝜌u)𝐴𝑡 − Δ𝑡
𝑝
𝑖+1/2
𝑡 −𝑝𝑖−1/2𝑡

Δ𝑥 and interpolates back to cell faces
by dividing the average density on cell faces. The split velocity is
then multiplied by split pressure on cell faces to get (𝑝u)𝑡 with
updates 𝐸 through 𝐸𝑡 = 𝐸𝐴𝑡 − Δ𝑡∇ · (𝑝u)𝑡 . Finally, we calibrate
pressure field 𝑓𝑝𝑡 with EOS equation using the updated 𝐸𝑡 and u𝑡
and 𝜌𝑡 as: 𝑝𝑡 = (𝛾 − 1) (𝐸𝑡 − (0.5𝜌𝑡 |u𝑡 |2)) and use this pressure for
caliberation of f𝑝 = 1

𝜌 𝑡
∇𝑝𝑡 The solution to the system is closed with

Ẽ𝑠→𝑡 (x) =
∫ 𝑡

𝑠

F⊤
𝑠→𝜏 (−f𝑝 + 1

2
∇|u|2) (Φ𝑠→𝜏 (x), 𝜏)𝑑𝜏 .

5.3 Weakly Compressible Fluids
Our method also supports the simulation of weakly compressible
fluid systems, which can be regarded as compressible shock wave
systems without considering the energy equation, and governed
by the equation of state 𝑝 = 𝑝0

((
𝜌
𝜌0

)𝛾
− 1

)
with a relatively large

𝑝0 [Becker and Teschner 2007]. As a result, the system can still be
computed using a procedure similar to that in Equation 23, with a
weakly compressible EOS.

6 Time Integration
We outline our time integration scheme below:
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Fig. 5. We simulate a water strider jumping in a water pond. We observed interesting surface wave patterns together with vortices created due to the motion
of the water strider.

(1) Reinitialization. After every 𝑛 steps, flow maps are set to
current position with F𝑠→𝑡 and T𝑡→𝑠 reset to I. Buffers Ẽ𝑠→𝑡

are set to 0. If PFM is used, particles are reinitialized following
[Zhou et al. 2024]. If EFM is used, the velocity buffer used for
evolution is emptied.

(2) CFL Condition. Δ𝑡 is computed based on the fluid velocity field,
the gradient of the pressure field, and the CFL number following
[Kwatra et al. 2009] when calculating shock waves. If simulating
Shallow Water, we use the CFL condition following [Jeschke
and Wojtan 2023].

(3) Midpoint Method. We adopt a leapfrog-style temporal inte-
gration scheme to enhance conservation of physical quantities,
following [Deng et al. 2023]. Advection is performed using RK4
on the grid, while pressure is computed either via the Acoustic
Pressure methods (Eqs. 21, 23) or through the Mach Poisson
Projection (Equation 26).

(4) Advection. We march T𝑡→𝑠 and F𝑠→𝑡 following flow map gra-
dient update Equation 3 if using PFM and Equation 4 if using
EFM. 𝑝 , 𝐸 and 𝜌 are advected following either Equations 21 and
23 for Acoustic Pressure methods descirbed in Section 5.2 and
Section 5.1 or Equation 25 as detailed in Section 5.2.2 for Pres-
sure Poisson method. All of our advection scheme uses RK4
for advection following the algorithm listed in [Deng et al. 2023]
with divergence and gradient terms are calculated following
[Jiang et al. 2016] using:

∇ · u𝑝 =
∑︁
𝑖∈𝑁𝑝

u𝑖 · ∇𝑤𝑖𝑝 (28)

∇u𝑝 =
∑︁
𝑖∈𝑁𝑝

u𝑖∇𝑤𝑖𝑝 , (29)

where 𝑤𝑖𝑝 is the quadratic weight, and 𝑁𝑝 is the set of grid
points 𝑖 neighboring particle 𝑝 .

(5) Impulse to Velocity Conversion. We compute ∇u𝑡 with u𝑚𝑖𝑑

using the equation above. u𝐴𝑡 is then computed with Ẽ𝑠→𝑡 , umid
and m𝑠 prescribed in Equation 17.

(6) Pressure Enforcement Pressure enforcement in different com-
pressible systems are detailed in section 5. If a Acoustic Pres-
sure pressure enforcement is used, pressure calculated using
f𝑝 = 𝑔∇ℎ or f𝑝 = 1

𝜌 ∇((𝛾 − 1)𝜌𝑒) and enforced using u𝑡 =

u𝐴𝑡 − f𝑝Δ𝑡 following Equation 18. If Pressure Poisson pressure
enforcement is used, f𝑝 is calculated through solving Equation 26
and calculated with Equation 27. Pressure is enforced in the same
way as Equation 18.

(7) Non-Advective Calculation If Pressure Poisson is used, an
additional non-advective caliberation is applied. Procedures di-
rectly follow from the last paragraph of Sec. 5.2.2. Acoustic
Pressure methods do not need this step.

(8) Buffer Update. We update Ẽ𝑠→𝑡 according to Equation 19.
External forces like gravity 𝜌g are added to the grid and added
to the buffer.

7 Visualization
Shallow Water. To enhance wave visualization in shallow water

simulations, we apply a fake caustic effect by adding an underwater
light source whose intensity is proportional to |∇ℎ |, the gradient
norm of the height field. This mimics underwater light refraction
patterns, as used in Fig. 4. To highlight vortex dynamics, surface
vorticity is also rendered, as shown in Fig. 8.

Shock Wave. To visualize shock and turbulence across varying
flow regimes, we render |∇𝑝 |, the norm of the pressure gradient.
This quantity captures both weak pressure fluctuations at subsonic
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Fig. 6. We show a static pillar creating Karman Vortex Street on the left-hand side figure and a passively moving pillar forming a different pattern on the
right-hand side. We visualize the flow using realistic caustics (top row) and vorticity coloring (bottom row).

Subsonic (Mach = 0.6) Transonic (Mach = 0.9) Supersonic (Mach = 2) Hypersonic (Mach = 6)

Fig. 7. Bullets are simulated with speed ranging from subsonic to hypersonic. The shock wavefront and expansion fan are clearly visualized. Vortices are
created at the tail of the bullet below sound speed.

speeds and sharp fronts at supersonic or hypersonic speeds. Visual-
izing |∇𝑝 | volumetrically and applying thresholds allows simultane-
ous depiction of turbulence and shock structures.

8 Validation

8.1 Shallow Water
We compare our method against prior Shallow Water approaches,
including semi-Lagrangian (SL), advanced Euler (AE) with advection
from [Jeschke and Wojtan 2023], and APIC [Jiang et al. 2015]. All
methods use our Acoustic Pressure Penalty formulation and are
prefixed with "AP."

8.1.1 Free-surface Surface Vortices. We initialize surface vortices in
a [0, 1]2 domain at 512×512 resolution. In Fig.11 (right), three same-
spin vortices form an equilateral triangle; in Fig.11 (left), two are
placed at (0.4, 0.5) and (0.6, 0.5). With no viscosity, ideal conditions
should preserve vorticity. Our method maintains vortex rotation
significantly longer than others, which dissipate rapidly.

8.1.2 Free-surface Leapfrog. Figure 12 shows a classical vortex
preservation test using standard leapfrog settings from prior work
[Deng et al. 2023; Nabizadeh et al. 2022; Zhou et al. 2024]. We sim-
ulate this under a compressible flow in a 1024 × 512 domain. Our
method preserves vortices without enforcing divergence-free con-
straints, unlike prior shallowwater methods which dissipate quickly.

8.1.3 Free-surface Karman Vortex Street. Experiments [Han et al.
2024; Rueckner 2012] show that Karman vortex streets can form on
water surfaces via either constant-speed object motion or two-way
object-fluid coupling. Inspired by these, we set up two simulations.
In Fig. 6 (left), a static cylinder in uniform flow generates a vortex
street. In Fig. 6 (right), a coupled cylinder responds to incoming
flow, producing distinct patterns. Both use a 1536 × 512 domain.

8.2 Compressible Flow
In our compressible flow experiments, we evaluate the effectiveness
of our flow map advection by comparing it with semi-Lagrangian
(SL) and Affine Particle-in-Cell (APIC) [Jiang et al. 2015] under
shock test conditions. Methods are prefixed by the pressure solver
used: "AP" for Acoustic Pressure and "M" for Mach Poisson. For
example, "MSL" uses Mach Poisson with SL advection, while "APSL"
uses Acoustic Pressure with SL. We benchmark against MWENO, a
Mach Poisson method using a TVD-WENO scheme [Cao et al. 2022;
Kwatra et al. 2009].

8.2.1 1D Sod Tube Test. We validate shock discontinuity using the
classical Sod test with an initial staircase distribution:

(𝜌 (x, 0), 𝑢 (x, 0), 𝑝 (x, 0)) =
{
(1, 0, 1) if x ≤ 0.5,
(0.125, 0, 0.1) if x > 0.5,

(30)

in the domain [0, 1]. As shown in Fig. 14a, our result closely matches
the MWENO reference solution. Compared with other methods
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Fig. 8. A water strider jumping in a rectangular domain. Results on the top row show high alignment with real experiment photos in [Mackenzie 2006].

without using flow maps for velocity advection and only a single-
step advection of flowmap gradient under fluid simulation scenarios,
such as APIC and semi-Lagrangian methods, our method preserves
the shock propagation speed.

8.2.2 2D Circular Shock Test. Following [Kwatra et al. 2009], we
set up the initial condition prescribed as:

(𝜌,𝑢, 𝑣, 𝑝) =
{
(1, 0, 0, 1) if 𝑟 ≤ 0.4,
(0.125, 0, 0, 0.1) if 𝑟 > 0.4.

(31)

Here, 𝑟 =
√︁
𝑥2 + 𝑦2 where 𝑥,𝑦 are the coordinate of grid cell center

in a [0, 1]2 domain. Our method indicates well resolved shocks with
alignment to the referenced solution (MWENO) as shown in Fig. 14b.
Other methods dissipate quickly even using the mapped density
and energy with our method.

8.2.3 2D Bullet under Different Mach Numbers. Figure 7 shows sim-
ulations of bullets traveling at different speeds in a 1024×512 domain.
Snapshots are captured after shock convergence. The incoming fluid
Mach numbers are 0.4 (subsonic), 0.9 (transonic), 2 (supersonic), and
6 (hypersonic), matching experimental observations in [Snow 1967].
Vorticity behind subsonic bullets is also visualized, highlighting our
method’s ability to resolve both shocks and vortical structures.

8.2.4 3D Piston Leapfrog. To further validate our method’s ability
to handle compressible flow while preserving vorticity, we adapt the
classical 3D Leapfrog test—originally for incompressible flows [Deng
et al. 2023; Nabizadeh et al. 2022; Zhou et al. 2024]—by introducing
a piston moving at speed 0.15. As shown in Fig. 19, our method
captures both the energy increase and the persistence of distinct
vortex rings until they reach the wall. In contrast, other methods
show early diffusion, merging, or inaccurate energy dynamics.

9 Ablation Study

9.1 Necessity of Flow Map dependent advection
As shown in Equation 16, the advection of 𝐸 and 𝜌 can be directly
calculated using the advection term from each step. We call such
calculated value an advected value. Here, we study the necessity of
using our flow map mapped value to achieve the desired accuracy
in the shock wave test. We use the 1D sod tube test as the example
for demonstration as shown in Fig. 16.

In Fig. 17, we show that using Eq. 10 and Eq. 12 will give identical
result using the classical Sod Tube test in compressible flow. This
experiment justifies our choice of using the form (Eq. 12) that is
identical to incompressible flow map simulations which enables
better unification of the framework.

10 Results
The following sections demonstrate our method applied to a range
of fluid phenomena. All simulations were performed on an NVIDIA
RTX 4090 GPU (24GB) using Taichi [Hu et al. 2019]. We adopt CFL
conditions from [Kwatra et al. 2009] for shock waves and [Jeschke
and Wojtan 2023] for SWE. A CFL number of 0.5 is used in line with
common practice in EFM/PFM flow-map literature, while a more
conservative CFL (0.25) is applied in extreme cases, such as Mach
6 shocks or SWE scenarios with splash particles (Fig. 21, Fig. 20,
Fig. 3).
Setup parameters are detailed in Table 1. Frame time (including

I/O) is averaged across the simulation, as CFL conditions lead to
variable time steps. Simulations were completed within 1–12 hours,
with Trefoil (Fig. 13) being the fastest and Ship in Tank (Fig. 4) the
most computationally intensive. Most cases finished in 4–7 hours,
with bottlenecks primarily in buffer evaluation, particle-to-grid
transfers, and high-resolution .exr output for rendering.

10.1 Shallow Water
We demonstrate a range of phenomena simulated using our shal-
low water solver. Solid boundaries are treated with an immersed
boundary method, where prescribed solid velocities exert one-way
coupling on the fluid.

10.1.1 Ship In Tank. Figure 4 shows a ship moving along a sinu-
soidal path, aligned tangentially. Simulated in a 6 × 1.5 domain
at 3600 × 900 resolution, the motion generates surface waves and
complex vortices.

10.1.2 Pillars. As shown in Fig. 21, we simulate wave interaction
with static pillars, mimicking sea harbor scenes. In a 900 × 1800 do-
main, incoming waves generate sprays, foams, and vortices around
the pillars due to flow-solid interaction.

10.1.3 Swimming Board. In Fig. 20, three boards traverse a 1000 ×
800 domain at constant speed while swinging, mimicking fish-like
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Fig. 9. We simulate the Mach diamond phenomenon, formed by a supersonic
jet exiting a nozzle and producing a distinct pattern of pressure concentrations.

Fig. 10. We simulate a Delta Wing at an angle of attack of 20 degrees. Vortices
are formed in the same fashion as reported in [Délery 2001].

APPFM (Ours) APAPIC

APAE APSL

t = 2s

t = 2s t = 2s

t = 2s

t = 40s

t = 40s

t = 40s

t = 40s

APAE

APAPIC

APSL

APPFM (Ours)

t = 2s

t = 2s t = 2s

t = 2s t = 40st = 40s

t = 40st = 40s

Fig. 11. We show the experiment of simulating two/three surface vortices. Snapshots at frames 10 and 200 are captured. Our method successfully preserves
vortices on the water surface but under other methods they diffuse quickly.

APAE

APAPIC

APSL

APPFM (Ours)

t = 2s

t = 2s t = 2s

t = 2s

t = 40s

t = 40s t = 40s

t = 40s

Fig. 12. We perform a surface leapfrog experiment and show our method
successfully keeps the leapfrogging behavior while others cannot.

Fig. 13. We perform a classical test case for vorticity preservation under
incompressible flow using our compressible flow map solver. Results align
with what is shown in [Kleckner and Irvine 2013].

motion. This produces waves at the head and Karman vortices be-
hind, consistent with prior studies [Hieber and Koumoutsakos 2008].

10.1.4 Three Ships On The Sea. Figure 3 shows three boats moving
along a circular path in a domain of size 3 with 1800×1800 resolution.

Their motion generates interacting vortices, splashes, and complex
surface wave patterns.

10.1.5 Water Strider. We simulate water striders moving on a shal-
low surface using prescribed motions from Blender as input to the
immersed boundary method. Surface tension is omitted for simplic-
ity. The resulting vortices closely resemble those observed in nature
and experiments [Hu et al. 2003]. Fig. 5 shows a simulation in a 3×3
domain at 1800 × 1800 resolution with Δ𝑡 = 0.0003, while Fig. 8
shows a 6 × 1.5 domain at 3600 × 900 resolution with Δ𝑡 = 0.0001.

10.2 Compressible Flow
We simulate shock wave phenomena relevant to aerospace scenarios.
Jet speeds are set to realistic values—supersonic for aircraft and
hypersonic for rockets. All experiments use a 400×200×200 domain.

10.2.1 3D Jet. Figure 15 shows jets flying at Mach 0.6 and Mach 2.
At low Mach with a 15-degree angle of attack, vortices form above
the wings due to lift-induced flow separation.

10.2.2 3D Mach Diamond. In Fig. 9, we simulate 3D Mach dia-
monds—shock structures formed by supersonic jets exiting nozzles
into ambient air. Our method captures the characteristic pattern of
shock waves and expansion fans in this classic compressible flow
setup.

10.2.3 Dragon Capsule On Mars. Figure 2 shows a SpaceX Dragon
capsule landing onMars at Mach 0.4, 0.9, and 2. The shock structures
at Mach 2 closely match those reported in [Spa 2015].
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(a) 1D sod tube test. Our result is comparable to that of MWENO.
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(b) 2D circular shock test. Our result highly aligns with the reference solution
using MWENO.

Fig. 14. Validation of shock wave tests using various methods: APSL (Acoustic Pressure + semi-Lagrangian), MSL (Mach Poisson + semi-Lagrangian), APAPIC
(Acoustic Pressure + APIC), MAPIC (Mach Poisson + APIC), APPFM (Acoustic Pressure + PFM), APEFM (Acoustic Pressure + EFM), MPFM (Mach Poisson +
PFM), and MWENO (Mach Poisson + TVD-WENO).

Mach = 0.6

Mach = 0.6Mach = 2

Mach = 2

Fig. 15. We simulate a jet breaking sound barrier on the left figures. On
the right figures, we show vortices forming during its climbing process, i.e.
simulated with an angle of attack.
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Fig. 16. We show that without using
flow map for advection, shock wave
can not be resolved correctly.
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Fig. 17. We show that using Eq. 10
and Eq. 12 does not affect the accu-
racy of our method.

10.2.4 3D Rocket. In Fig. 18, we simulate a rocket ascending at
Mach 0.4 to 6, spanning subsonic to hypersonic speeds. The results
demonstrate our method’s ability to handle strong shocks and high
compressibility.

Mach = 0.9 Mach = 2 Mach = 6Mach = 0.4

Fig. 18. We show a rocket launching and accelerating frommach 0.4 tomach
6. The extreme ratio of compression is simulated allowing visualization of a
hypersonic shock wave front. Vortical patterns can be observed at relatively
low speeds.

10.3 Weakly Compressible Flow
Wepresent results across three representative cases: vortex shedding
from a delta wing, trefoil vortex preservation, and ink drop dynamics
with viscous forces. All simulations use a 256× 128× 128 resolution.

Fig. 22. We simulate an ink drop form-
ing a complex structure under the influ-
ence of viscosity.

10.3.1 Ink Drop. Ourmethod
integrates prior flow map
research and supports
external force modeling
via the force buffer in
[Li et al. 2024b]. Fig-
ure 22 shows complex
ink ring formation and
breakup, demonstrating
our method’s capacity
for handling viscosity-
dominated flows.

10.3.2 Delta Wing. We
simulate a delta wing at a
20-degree angle of attack
and Mach 0.6. The results
match experimental observations in [Délery 2001].
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APEFM (Ours)

APPFM (Ours)

MPFM (Ours)

APAPIC

APSL

MAPIC

MSL

Fig. 19. Comparison of vorticity preservation under compressible flow in-
duced by piston motion. Simulations are conducted using: APSL (Acoustic
Pressure + semi-Lagrangian), MSL (Mach Poisson + semi-Lagrangian), APA-
PIC (Acoustic Pressure + APIC), MAPIC (Mach Poisson + APIC), APPFM
(Acoustic Pressure + PFM), APEFM (Acoustic Pressure + EFM), and MPFM
(Mach Poisson + PFM). Energy and vorticity fields are visualized with the
piston moving at constant speed.

Fig. 20. Three boards swimming at
constant speed

Fig. 21. We simulate pillars con-
fronting incoming waves.

10.3.3 Trefoil. Figure 13 shows a trefoil vortex preservation test,
initialized as in [Nabizadeh et al. 2022]. Our results align with exper-
iments by Kleckner and Irvine [2013], confirming accurate vorticity
evolution.

11 Conclusion
This study expands flow-map methodologies to effectively simulate
high-Mach-number, free surface fluid represented as height fields
and weakly compressible flows, significantly broadening the scope
of these techniques beyond their traditional incompressible focus.
Through a unified model based on Lagrangian path integrals, our
framework handles a diverse array of phenomena. Our findings
demonstrate the framework’s ability to preserve and evolve complex

fluid dynamics, showcasing the potential for broader applications
in computational physics and computer graphics.

Discussion with compressible impulse. We begin by relating our
method to prior formulations of the compressible impulse variable in
computational physics [Pareja 2007; Shivamoggi 2010]. The impulse
gauge is defined as m𝑡 = u𝑡 + 1

𝜌𝑡
∇Λ̃𝑡 , where 𝜌𝑡 is time-dependent

and spatially varying. Under the barotropic condition with time-
invariant density (𝜕𝜌/𝜕𝑡 = 0), Pareja [2007]; Shivamoggi [2010]
showed that m𝑡 (x) = T⊤

𝑡→𝑠 (x)u𝑠 (Ψ𝑡→𝑠 (x)) still holds. However,
no generalization was provided for non-barotropic cases. To enable
our flow map framework to capture a broader class of compressible
flows, we revisit this derivation and develop a formulation that holds
without restrictive assumptions.

Limitation. For our boundary conditions used in the examples, we
left them untreated for the Acoustic Pressuremethod, i.e., mimicking
the air pressure boundary condition and setting to air boundary in
Mach Poission. However, small reflected waves can still be observed
where absorption boundary conditions for waves are not easy to
implement. In electromagnetic wave simulations, such a boundary
condition is termed the Perfect Matching Layer and still remains an
active research area [Berenger 1996]. In the graphics community,
[Chern 2019] proposed a method for absorption layers but this is
beyond the scope of this paper.

Future Work. Previous paper on compressible flow often incorpo-
rates solid-fluid coupling [Cao et al. 2022; Hyde and Fedkiw 2019;
Kwatra et al. 2009], however, a monolithic coupling framework us-
ing a flow map is still an unsolved problem that motivates ongoing
research. We believe a monolithic coupling framework will greatly
open the possible phenomena that our method can simulate.
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Table 1. This table gives detailed simulation settings of the major example. For total frames, we list the total frame numbers we used in each video in the
supplemental material. Note that the timing for frames is an average; frame times varied due to CFL-based time stepping.

Example Resolution Flow Map
Length

Time (sec /
substep)

Time (sec /
frame)

Total Frames Total Time
(hour)

Mach 0.4, 0.9, 2 Bullet 1024 × 512 30 0.15 4 / 6 / 20 400 0.4 / 0.7 / 2.2
Mach 6 Bullet 1024 × 512 20 0.15 48 200 2.7

Mach 0.4, 0.9, 2 Rocket 400 × 200 × 200 8 0.77 35 / 43 / 69 400 3.9 / 4.8 / 7.6
Mach 6 Rocket 400 × 200 × 200 5 0.77 149 200 8.3

3D Jet 400 × 200 × 200 15 0.82 61 400 6.8
Mach 0.4, 0.9, 2 Dragon Capsule 400 × 200 × 200 8 0.77 35 / 42 / 69 400 3.9 / 4.7 / 7.7

Trefoil 128 × 128 × 128 15 0.44 20 200 1.1
Delta Wing 256 × 128 × 128 8 0.60 28 400 3.1

Ink 256 × 128 × 128 8 0.52 24 650 4.3
Three Ships On The Sea 1800 × 1800 50 <0.1 42 800 9.3

Ship in Tank 3600 × 900 70 <0.1 70 650 12.6
Pillars 900 × 1800 40 <0.1 84 400 9.3

Swimming Board 1000 × 800 40 <0.1 30 500 4.1
Water Strider (Square) 1800 × 1800 150 <0.1 9 1800 4.5

Water Strider (Rectangular) 3600 × 900 80 <0.1 26 960 6.9
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A Proof of Eq. 8
For generality, we leave f = 0. Substituting m = u + 1

𝜌 ∇Λ̃ into the
first line of Equation 6, we get:

𝐷

𝐷𝑡
(m − 1

𝜌
∇Λ̃) = − 1

𝜌
∇𝑝 + f

𝐷

𝐷𝑡
m =

1
𝜌

𝐷∇Λ̃
𝐷𝑡

+
𝐷 1

𝜌

𝐷𝑡
∇Λ̃ − 1

𝜌
∇𝑝 + f

1○
⇒

𝐷

𝐷𝑡
m =

1
𝜌
(∇𝐷Λ̃

𝐷𝑡
− ∇u⊤∇Λ̃) − 1

𝜌2
𝐷𝜌

𝐷𝑡
∇Λ̃ − 1

𝜌
∇𝑝 + f

(32)

where 1○ holds because for any scalar field 𝑞, the equation holds

𝐷∇𝑞
𝐷𝑡

= ∇𝐷𝑞

𝐷𝑡
− ∇u⊤∇𝑞 (33)

Rearranging the above equation with the equations m𝑡 = u𝑡 + 1
𝜌 ∇Λ̃𝑡

and 𝐷𝜌

𝐷𝑡
+ (∇ · u)𝜌 = 0, we get:

𝐷

𝐷𝑡
m+∇u⊤m−(∇ · u)m

=
1
𝜌
∇(𝐷Λ̃

𝐷𝑡
−𝑝+ 1

2
𝜌 |u|2)−(∇ · u)u− ∇𝜌

2𝜌
|u|2+f

(34)

Let 𝐷Λ̃
𝐷𝑡

−𝑝+ 1
2𝜌 |u|

2 = 0 for Λ̃ in gauge transformation, similar to
[Cortez 1996], we have:

𝐷

𝐷𝑡
m + ∇u⊤m − (∇ · u)m = −(∇ · u)u − ∇𝜌

2𝜌
|u|2 + f (35)

The above equation has a solution:

m𝑡 (x) =
T⊤
𝑡→𝑠 (x)

|T𝑡→𝑠 (x) |
u𝑠 (Ψ𝑡→𝑠 (x)) +

T⊤
𝑡→𝑠 (x)

|T𝑡→𝑠 (x) |
E𝑠→𝑡 (Ψ𝑡→𝑠 (x))

E𝑠→𝑡 (x)=
∫ F⊤

𝑠→𝜏 (x)
|F𝑠→𝜏 (x) |

(−∇𝜌
2𝜌

∇|u𝜏 |2−(∇ · u𝜏 )u𝜏 +f) (Φ𝑠→𝜏 (x))𝑑𝜏
(36)

which can be easily verified by substituting𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 36 into𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 35.
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B Proof of Eq. 10
First, we substitute the expression of𝑚𝑡 (x) from Equation 10 into
the equation u𝑡 (x) = m𝑡 (x) − 1

𝜌𝑡
∇Λ̃𝑡 (x) to obtain the formula for

computing u𝑡 (x):

u𝑡 (x) =
T⊤
𝑡→𝑠 (x)

|T𝑡→𝑠 (x) |
u𝑠 (Ψ𝑡→𝑠 (x))+

T⊤
𝑡→𝑠 (x)

|T𝑡→𝑠 (x) |

∫ F⊤
𝑠→𝜏 (x)

|F𝑠→𝜏 (x) |
(−∇𝜌

2𝜌
|u𝜏 |2−(∇ · u𝜏 )u𝜏 +f)𝜏 (Ψ𝑡→𝜏 (x))𝑑𝜏

− 1
𝜌𝑡

∇
∫ 𝑡

𝑠

(𝑝 − 1
2
𝜌 |u|2)𝜏 (Ψ𝑡→𝜏 (x))𝑑𝜏

(37)
where Ψ𝑡→𝜏 is short for Φ𝑠→𝜏 ◦ Ψ𝑡→𝑠 .

The above expression contains two integral terms and now we
aim to merge them. First, it can be shown that the vector fields
Θ2 (x, 𝑡) =

T⊤
𝑡→𝑠 (x)

| T𝑡→𝑠 (x) |
∫ 𝑡

𝑠

F⊤
𝑠→𝜏 (x)

| F𝑠→𝜏 (x) | (
1
𝜌𝜏

∇𝑞𝜏 ) (Φ𝑠→𝜏 ◦Ψ𝑡→𝑠 (x))𝑑𝜏 and
Θ1 (x, 𝑡) = 1

𝜌𝑡 (x) ∇
∫ 𝑡

𝑠
𝑞𝜏 (Φ𝑠→𝜏 ◦ Ψ𝑡→𝑠 (x))𝑑𝜏 are equal for any

scalar field 𝑞𝑡 , because Θ1 (x, 𝑠) = Θ2 (x, 𝑠) = 0 and they satisfy the
same evolution equation, which we prove as follows.

ForΘ1 (x, 𝑡), applying 𝐷
𝐷𝑡

to both sides of the equation 𝜌𝑡 (x)Θ1 (x, 𝑡) =
∇
∫ 𝑡

𝑠
𝑞𝜏 (Φ𝑠→𝜏 ◦ Ψ𝑡→𝑠 (x))𝑑𝜏 , we obtain:

𝐷 (𝜌𝑡 (x)Θ1 (x, 𝑡))
𝐷𝑡

=
𝐷

𝐷𝑡
∇
∫ 𝑡

𝑠

𝑞𝜏 (Φ𝑠→𝜏 ◦ Ψ𝑡→𝑠 (x))𝑑𝜏
2○
⇒

𝜌𝑡 (x)
𝐷Θ1 (x, 𝑡)

𝐷𝑡
+ 𝐷𝜌𝑡 (x)

𝐷𝑡
Θ1 (x, 𝑡) = ∇𝑞𝑡 (x) − ∇𝑢⊤𝜌𝑡 (x)Θ1 (x, 𝑡)

3○
⇒

𝜌𝑡 (x)
𝐷Θ1 (x, 𝑡)

𝐷𝑡
− 𝜌𝑡 (x) (∇ · 𝑢)Θ1 (x, 𝑡) = ∇𝑞(x) − ∇𝑢⊤𝜌𝑡 (x)Θ1 (x, 𝑡)

(38)
where 2○ holds due to Equation 33 and 3○ holds due to 𝜌𝑡 satisfy
𝐷𝜌

𝐷𝑡
+ (∇ · u)𝜌 = 0

For Θ2 (x, 𝑡), applying 𝐷
𝐷𝑡

to both sides of the following equation

T −𝑇
𝑡→𝑠 (x) |T𝑡→𝑠 (x) |Θ2 (x, 𝑡) =

∫ 𝑡

𝑠

F⊤
𝑠→𝜏

| F𝑠→𝜏 | (
1
𝜌𝜏

∇𝑞𝜏 ) (Φ𝑠→𝜏◦Ψ𝑡→𝑠 (x))𝑑𝜏 ,
based on the evolution equation of T𝑡→𝑠 (𝑥), we obtain:

𝐷 (T −𝑇
𝑡→𝑠 (x) |T𝑡→𝑠 (x) |Θ2 (x, 𝑡))

𝐷𝑡
=

F⊤
𝑠→𝑡

|F𝑠→𝑡 |
1
𝜌𝑡

∇𝑞𝑡 (x) ⇒

T −⊤
𝑡→𝑠 (𝑥)∇𝑢⊤ |T𝑡→𝑠 (x) |Θ2 (x, 𝑡) + T −𝑇

𝑡→𝑠 (x) (−∇ · 𝑢) |T𝑡→𝑠 (x) |Θ2 (x, 𝑡))

+ T −𝑇
𝑡→𝑠 (x) |T𝑡→𝑠 (x) |

𝐷Θ2 (x, 𝑡)
𝐷𝑡

=
F⊤
𝑠→𝑡

|F𝑠→𝑡 |
( 1
𝜌𝑡

∇𝑞𝑡 ) (x)
(39)

After organizing, it was found that Θ1 and Θ2 both satisfy the
evolution equation: 𝐷Θ

𝐷𝑡
= (∇ · u)Θ + 1

𝜌 ∇𝑞 − (∇𝑢)⊤Θ
Therefore, the two integral terms in Equation 37 can be unified

after transforming the second integral using the equivalence of Θ1

and Θ2, leading to:

u𝑡 (x) =
T⊤
𝑡→𝑠 (x)

|T𝑡→𝑠 (x) |
u𝑠 (Ψ𝑡→𝑠 (x))+

T⊤
𝑡→𝑠 (x)

|T𝑡→𝑠 (x) |

∫ F⊤
𝑠→𝜏 (x)

|F𝑠→𝜏 (x) |
(−∇𝜌

2𝜌
|u𝜏 |2−(∇ · u𝜏 )u𝜏 +f)𝜏 (Ψ𝑡→𝜏 (x))𝑑𝜏

−
T⊤
𝑡→𝑠 (x)

|T𝑡→𝑠 (x) |

∫ F⊤
𝑠→𝜏 (x)

|F𝑠→𝜏 (x) |
( 1
𝜌
∇(𝑝 − 1

2
𝜌 |u|2)𝜏 (Ψ𝑡→𝜏 (x))𝑑𝜏

(40)
which proves Equation 10 with 1

𝜌 ∇(
1
2𝜌 |u|

2) − ∇𝜌
2𝜌 ∇|u|2 = 1

2∇|u|
2

holds.

C Proof of Equivalence between Eq. 10 & 12
To prove that Equation 10 is equivalent to Equation 12 in all cases,
we distinguish between them as follows: regardless of the incom-
pressibility condition, let u𝐼 and u𝐶 denote the velocities computed
by Equation 12 and Equation 10, respectively, and let Ẽ𝐼 and Ẽ𝐶 rep-
resent the corresponding Ẽ terms of u𝐼 and u𝐶 . Since u𝐶𝑠 (x) = u𝐼𝑠 (x),
it suffices to prove that u𝐼 and u𝐶 satisfy the same evolution equa-
tion in all cases.
For u𝐶 , applying 𝐷

𝐷𝑡
to both sides of T −⊤

𝑡→𝑠 (x) |T𝑡→𝑠 (x) |u𝐶𝑡 (x) =
u𝑠 (Ψ𝑡→𝑠 (x)) + Ẽ𝐶

𝑠→𝑡 (Ψ𝑡→𝑠 (x)), we obtain:

𝐷 (T −⊤
𝑡→𝑠 (x) |T𝑡→𝑠 (x) |u𝐶𝑡 (x))

𝐷𝑡

=
F⊤
𝑠→𝜏 (x)

|F𝑠→𝜏 (x) |
(− 1

𝜌
∇𝑝 + 1

2
∇|u𝐶 |2−(∇·u𝐶 )u𝐶 + f) (x, 𝑡) ⇒

T −⊤
𝑡→𝑠 (x)∇u⊤ |T𝑡→𝑠 (x) |u𝐶𝑡 (x) + T −𝑇

𝑡→𝑠 (x) (−∇ · u) |T𝑡→𝑠 (x) |u𝐶𝑡 (x)

+ T −𝑇
𝑡→𝑠 (x) |T𝑡→𝑠 (x) |

𝐷u𝐶𝑡 (x)
𝐷𝑡

=
F⊤
𝑠→𝑡 (x)

|F𝑠→𝑡 (x) |
(− 1

𝜌
∇𝑝 + 1

2
∇|uC |2−(∇·uC)uC + f) (x, 𝑡)

(41)
The calculation above is similar to the calculation for Θ2 (𝑥, 𝑡) in
Appendix B.

For𝑢𝐼 , applying 𝐷
𝐷𝑡

to both sides ofT −⊤
𝑡→𝑠 (x)u𝐼𝑡 (x) = u𝑠 (Ψ𝑡→𝑠 (x))+

Ẽ𝐼
𝑠→𝑡 (Ψ𝑡→𝑠 (x)), we obtain:

𝐷 (T −⊤
𝑡→𝑠 (x)u𝐼𝑡 (x))

𝐷𝑡
= F⊤

𝑠→𝜏 (x) (−
1
𝜌
∇𝑝 + 1

2
∇|u|2+ f) (𝑥, 𝑡) ⇒

T −⊤
𝑡→𝑠 (x)∇u⊤u𝐼𝑡 (x) + T −𝑇

𝑡→𝑠 (x)
𝐷u𝐼𝑡 (x)
𝐷𝑡

= F⊤
𝑠→𝑡 (x) (−

1
𝜌
∇𝑝 + 1

2
∇|u𝐼 |2+ f) (x, 𝑡)

(42)

After organizing, it was found that u𝐼 and u𝐶 both satisfy the evo-
lution equation:

𝐷u
𝐷𝑡

= − 1
𝜌
∇𝑝 + f (43)

D Derivation of Eq. 12 & 13 by 1-form Notation
Similar to [Nabizadeh et al. 2022], we reformulated Equation 6

as 𝜕u
𝜕𝑡 + (u · ∇)u + ∇u𝑇 · u = f − 1

𝜌 ∇𝑝 + 1
2 |u|

2 and expressed it in
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1-form using the Lie derivative(
𝜕

𝜕𝑡
+ 𝐿u

)
u♭ = f♭ − 1

𝜌
𝑑𝑝 + 1

2
𝑑 |u|2 (44)

This equality holds because, in R𝑑 , (𝐿uv♭)♯ = (u · ∇)v + (∇u)⊤v
holds for any vector field v.

By integrating this equation of Lie derivative form, we obtain

u♭𝑟 = Ψ∗
𝑟→𝑠u♭𝑠 +

∫ 𝑡

𝑠

(Φ𝑠→𝜏 ◦ Ψ𝑟→𝑠 )∗ (f♭ −
1
𝜌
𝑑𝑝 + 1

2
𝑑 |u|2)𝑑𝜏

= Ψ∗
𝑟→𝑠u♭𝑠 + Ψ∗

𝑟→𝑠

∫ 𝑡

𝑠

Φ∗
𝑠→𝜏 (f♭ −

1
𝜌
𝑑𝑝 + 1

2
𝑑 |u|2)𝑑𝜏

(45)

where Ψ∗
𝑟→𝑠 and Φ∗

𝑠→𝜏 are the pullbacks of 1-form induced by Ψ𝑟→𝑠

and Φ𝑠→𝜏 , respectively (see [Crane et al. 2013] for detials of pull-
back and 1-form). Convert the above expression back to vector
form, and noting that Ψ∗

𝑟→𝑠v♭ and Φ∗
𝑠→𝜏v♭ corresponds to ∇Ψ⊤

𝑟→𝑠v
and ∇Φ⊤

𝑠→𝜏v respectively for arbitrary vector field v, we then get
Equation 12.
To prove Equation 13, we first define 𝑉𝑡 (x) = |F𝑠→𝑡 (Ψ𝑡→𝑠 (x)) |,

which represents the volume change induced by the forward map-
ping. 𝑉𝑡 satisfies the evolution equation 𝐷𝑉

𝐷𝑡
= 𝑉∇ · u. Then, we

begin by reformulating Equation 6 into an equation for u
𝑉
, yielding:

( 𝜕
𝜕𝑡

+ u · ∇) u
𝑉

+ (∇u)⊤ u
𝑉

=
1
𝑉
(𝑓 − 1

𝜌
∇𝑝 + 1

2
|u|2 − (∇ · u)u) (46)

Expressing the above equation in the form of a 1-form, we obtain:(
𝜕
𝜕𝑡 + 𝐿u

)
u♭

𝑉
= 1

𝑉
(f♭ − 1

𝜌𝑑𝑝 + 1
2𝑑 |u|

2 − (∇ · u)u♭) By integrating
this equation of Lie derivative form, we obtain

( u♭

|𝑉 | )𝑟 = Ψ∗
𝑟→𝑠u♭𝑠

+
∫ 𝑡

𝑠

(Φ𝑠→𝜏 ◦ Ψ𝑟→𝑠 )∗
1
𝑉
(f♭ − 1

𝜌
𝑑𝑝 + 1

2
𝑑 |u|2 − (∇ · u)u♭)𝑑𝜏

= Ψ∗
𝑟→𝑠u♭𝑠

+ Ψ∗
𝑟→𝑠

∫ 𝑡

𝑠

Φ∗
𝑠→𝜏

1
𝑉
(f♭ − 1

𝜌
𝑑𝑝 + 1

2
𝑑 |u|2 − (∇ · u)u♭)𝑑𝜏

(47)
Convert the above expression back to vector form, and noting that
𝑉𝑡 (x) = |F𝑠→𝑡 (Ψ𝑡→𝑠 (x)) | = 1

| T𝑡→𝑠 (x) | we then get Equation 13.
E Proof of Eq. 16
To validate Equation 16 is the solution of Equation 15, it suffices to
verify the following:

𝐷𝑞(x, 𝑡)
𝐷𝑡

=
𝐷 ( |T𝑠→𝑡 (x) |𝜃𝑞𝑠 (Ψ(x, 𝑡)))

𝐷𝑡

= |T𝑠→𝑡 (x) |𝜃
𝐷𝑞𝑠 (Ψ(x, 𝑡))

𝐷𝑡
+ 𝐷 |T𝑠→𝑡 (x) |𝜃

𝐷𝑡
𝑞𝑠 (Ψ(x, 𝑡))

5○
⇒

= 𝜃 |T𝑠→𝑡 (x) |𝜃−1 (−|T𝑠→𝑡 (x) | (∇ · u))𝑞𝑠 (Ψ(x, 𝑡))
= −𝜃 (∇ · u)𝑞(x, 𝑡)

(48)
where 5○ holds because 𝐷𝑞𝑠 (Ψ(x,𝑡 ) )

𝐷𝑡
= 0 and |T𝑠→𝑡 | satisfy advec-

tion equation 𝐷 | T𝑠→𝑡 |
𝐷𝑡

= −|T𝑠→𝑡 | (∇ · u)
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