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Fig. 1. We demonstrate our method’s efficacy with various examples of fluid-solid interaction, including a swimming fish, long silk flags, a Koinobori, and a
falling parachute along with its trajectory (from left to right), all exhibiting strong vortex dynamics and solid-vortex interactions.

We propose a novel solid-fluid interaction method for coupling elastic solids
with impulse flow maps. Our key idea is to unify the representation of
fluid and solid components as particle flow maps with different lengths and
dynamics. The solid-fluid coupling is enabled by implementing two novel
mechanisms: first, we developed an impulse-to-velocity transfer mechanism
to unify the exchanged physical quantities; second, we devised a particle
path integral mechanism to accumulate coupling forces along each flow-
map trajectory. Our framework integrates these two mechanisms into an
Eulerian-Lagrangian impulse fluid simulator to accommodate traditional
coupling models, exemplified by the Material Point Method (MPM) and
Immersed Boundary Method (IBM), within a particle flow map framework.
We demonstrate our method’s efficacy by simulating solid-fluid interactions
exhibiting strong vortical dynamics, including various vortex shedding and
interaction examples across swimming, falling, breezing, and combustion.
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1 INTRODUCTION

Flow map methods have attracted increasing attention in computer
graphics [Nabizadeh et al. 2022; Qu et al. 2019] and computational
physics [Rycroft et al. 2020] in recent years. Unlike traditional ap-
proaches that advect physical quantities with flow velocity at each
timestep, flow maps establish a (typically bidirectional) point-to-
point correspondence between the initial frame and the current
frame to transport quantities, achieving impressive long-range ad-
vection accuracy through the use of additional data structures such
as neural buffers [Deng et al. 2023] or particles [Li et al. 2024; Zhou
et al. 2024]. One of the most significant advantages of using a flow
map is its ability to preserve vortical structures during their creation
and evolution, which makes flow maps particularly well-suited for
modeling solid-fluid interactions, especially those dominated by
vorticity produced around moving boundaries of solids immersed
in turbulent fluid environments. Such vortex-solid phenomena are
ubiquitous and can be observed in examples like fish swimming,
birds gliding, parachutes descending, and wind blowing through
thin cloth and hair.

However, despite the burgeoning literature on using flow map
methods to solve fluid flow problems, the study of solid-fluid interac-
tions on flow maps remains sparse. In computer graphics, there has
been no previous study on this problem. In computational physics,
several prior works (e.g., see [Rycroft et al. 2020; Wang et al. 2022])
have developed frameworks to solve solid-fluid interactions based
on reference maps within an Eulerian setting, focusing on devis-
ing an Eulerian solid framework to fit into the fluid flow map. The
primary coupling mechanism in these approaches predominantly
relies on creating a narrow band around the solid boundary and
mixing stresses between solid and fluid using a Heaviside blending

ACM Trans. Graph., Vol. 43, No. 6, Article . Publication date: December 2024.


https://doi.org/10.1145/3687959
https://doi.org/10.1145/3687959

2+ Duowen Chen, Zhiqi Li, Junwei Zhou, Fan Feng, Tao Du, and Bo Zhu

function. This method is highly parameter-sensitive and could pro-
duce non-physical results if the narrow band size and the blending
function are improperly chosen.

Why do the various classical solid-fluid coupling strategies (e.g.,
MPM [Jiang et al. 2016], IBM [Peskin 2002], variational [Batty et al.
2007], monolithic [Robinson-Mosher et al. 2008], etc.) not fit within
the flow-map framework? We speculate three potential reasons: (1)
Flow-map coupling requires a unified representation of both solid and
fluid. In other words, the solid representation and discretization
must be identical to their fluid counterparts, such as a flow map
with the same initial and final time stamps defined on the same
Eulerian grid, which significantly limits the scope of solid models
that can be chosen to accommodate complex solid-fluid interactions.
In particular, the significance of devising a long-range flow map
model for solid simulation remains unclear due to the less connected
nature between flow advection and solid dynamics. (2) Flow-map
coupling requires exchangeable physical quantities between solid and
fluid. Though this was not a problem in conventional solid-fluid
interaction frameworks (e.g., exchanging velocity or momentum via
G2P or P2G operations in traditional MPM), modern flow map meth-
ods typically evolve gauge variables (e.g., impulse [Cortez 1996],
vorticity [Cottet et al. 2000], and other gauges [Saye 2016, 2017]) in-
stead of fluid velocities, which cannot be directly operated with solid
velocities. For instance, we cannot naively conduct a P2G operation
across the solid-fluid interface with fluid particles carrying impulses
and solid particles carrying velocities. (3) Adding an external force to
a flow-map model remains an open problem. Although simple forces
such as gravity can be incorporated into existing flow-map models,
their physical accuracy is less grounded. Local forces, such as mo-
mentum exchange, remain unclear regarding how they should be
transferred from solid to fluid in a flow-map system.

We propose a novel solid-fluid interaction framework based on
flow map models by addressing the three challenges mentioned
above. Our key idea is to model both solid and fluid as a unified
forward flow map on particles: each fluid particle represents a long
flow map governed by impulse fluid dynamics, while each solid par-
ticle represents a short flow map governed by elastic solid dynamics.
Specifically, we restrict the solid flow map to a single time step to
adapt an arbitrary conventional solid simulation model (e.g., MPM
or XPBD). The fluid and solid flow maps are coupled based on two
key mechanisms: (1) we implement an impulse-to-velocity transfer
mechanism to unify the physical quantities exchanged between
solid and fluid particles; (2) we implement a particle path integral
mechanism to accurately accumulate both pressure and coupling
forces along each flow-map trajectory. The combination of these
two mechanisms, in conjunction with the standard particle-grid op-
erations and incompressibility projections, synergistically enables
a versatile coupling framework to exchange information between
particle flow maps with different lengths and governing physics,
which further accommodates the adaptation of various traditional
coupling models into flow map methods. In our implementation,
we demonstrate two examples of MPM and IBM coupling by inte-
grating both into a hybrid Eulerian-Lagrangian fluid simulator on
particle flow maps. Thanks to the inherent advantage of preserving
vortical structures in our flow map model, these flow-map-enhanced
coupling systems produce vortex-solid interaction simulations that
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outperform traditional methods in terms of both physical accuracy
and visual complexity. In our experiments, we implemented a di-
verse set of benchmark tests and simulation examples, ranging from
leaves falling and fish swimming to complex vortex shedding behind
cloth, hair, and combustion processes, demonstrating our frame-
work’s versatility and efficacy in tackling complex vortex-object
interaction simulations.
We summarize our main contributions as follows:

e A unified particle flow-map representation with different
lengths and governing equations for fluid and solid;

e A reformulated impulse gauge fluid model to enable solid-
fluid momentum exchange on particles;

o A path integral approach on particle flow maps to accumulate
coupling forces;

o A versatile framework to accommodate traditional solid-fluid
coupling mechanisms on flow-map models.

2 RELATED WORK
2.1 Flow Map & Impulse Fluid

Initially known as the method of characteristic mapping (MCM),
the concept of flow maps was first introduced by Wiggert and Wylie
[1976]. By reducing the diffusion error caused by semi-Lagrangian
advection, various attempts in the graphics community were made
to adapt this method in fluid simulation [Hachisuka 2005; Qu et al.
2019; Sato et al. 2018, 2017; Tessendorf 2015]. In Covector Fluid (CF)
[Nabizadeh et al. 2022], flow maps were first introduced to aid the ad-
vection of the covector variable, achieving state-of-the-art vorticity
preservation effects. The impulse variable, a form of covector, was
first introduced by Buttke [1992]. By rewriting the incompressible
Navier-Stokes Equations through the use of a gauge variable and
gauge transformation [Buttke 1992, 1993; Oseledets 1989; Roberts
1972], it allows for the gauge freedom to be designed for specific
applications [Buttke 1993; Buttke and Chorin 1993; Cortez 1996;
Saye 2016, 2017; Summers 2000; Weinan and Liu 2003]. This concept
was revisited in computer graphics by Feng et al. [2022] and Yang
et al. [2021]. Neural Flow Map (NFM) [Deng et al. 2023] further
enhances the flow-map accuracy with a neural buffer. Recently,
Particle Flow Map (PFM) [Zhou et al. 2024] and Impulse PIC (IPIC)
[Sancho et al. 2024] used a hybrid method with particles, and [Li et al.
2024] extended the covector to pure Lagrangian representations.

In [Cortez 1996; Saye 2016, 2017; Summers 2000], attempts to
couple impulse with solids were made. However, these methods
were limited by the need to redesign the gauge variable for different
solids [Saye 2016, 2017] and could not be adapted to the advection
scheme using flow maps [Cortez 1996; Summers 2000]. Our method
aims to use PFM to design a general solid-fluid coupling scheme for
impulse fluids within the flow map framework.

2.2 Full Eulerian Coupling

For full Eulerian methods, computation time benefits arise from
both solid and fluid being treated on a single fixed background
grid. Such methods include the deformation gradient-based method
[Liu and Walkington 2001] and initial point set (IPS) [Dunne 2006].
Recently, the reference map technique (RMT) [Kamrin and Nave
2009; Kamrin et al. 2012; Rycroft et al. 2020] has attracted wide



attention and was later extended to couple rigid bodies with fluid
[Wang et al. 2022]. As for pure Eulerian treatment in graphics, Teng
et al. [2016] allows for larger time steps in pure Eulerian solid-fluid
coupling by setting up a semi-implicit coupling system. In relation
to flow maps, by noting the correspondence between flow map and
deformation gradient used in the elastic solid simulation, RMT tries
to incorporate them together on Eulerian mesh and bridge the two
with a Heaviside function but is limited by the requirement of a
narrowband blending scheme.

2.3 Full Lagrangian Coupling

Full Lagrangian methods use Lagrangian elements in both the fluid
and solid domains. Representatives of this method in computational
physics include particle FEM methods [Becker et al. 2015; Cremonesi
et al. 2020; Idelsohn et al. 2008] and, later, the combination of MPM
and FEM [Lian et al. 2011a, 2012, 2011b, 2014]. As for research
in graphics, it was initially explored in [Keiser et al. 2005; Miiller
et al. 2004]. Later, Klingner et al. [2006] proposed using a body-
confronting mesh for coupling. Subsequent works proposed a uni-
fied framework representing both solid and fluid with Lagrangian
elements [Clausen et al. 2013]. Coupling SPH with deformable has
also been explored [Akinci et al. 2013; Solenthaler et al. 2007] but
is limited to relatively simple simulation settings. In [Akbay et al.
2018], authors proposed an extended partition method (XPM) and
demonstrate this using Lagrangian solid coupling with an Eulerian
fluid solver on the grid and a Lagrangian fluid solver like SPH.

2.4 Mixed Lagrangian-Eulerian Coupling

In mixed Lagrangian-Eulerian mesh methods, solids are represented
by Lagrangian markers coupled with fixed Eulerian background
meshes. Representatives of such methods include the immersed
boundary method (IBM) [Huang and Sung 2009; Mori and Peskin
2008; Peskin 1972, 2002]. Based on IBM, the immersed finite element
method [Liu et al. 2007, 2006; Shimada et al. 2022], immersed inter-
face method [Zhao et al. 2008], and immersed continuum method
[Wang 2006, 2007] were proposed. Other improvements on IBM
methods have been made, such as monolithic projection methods
[Wang et al. 2020] and combining marker particles with finite vol-
ume expression [Shimada et al. 2022]. See [Huang and Tian 2019] for
more details. In graphics community, since the pioneering work of
Carlson et al. [2004], Génevaux et al. [2003], and Guendelman et al.
[2005], various works in this direction have been explored. Batty
et al. [2007] and Ng et al. [2009] treated coupling as an energy min-
imization form, Robinson-Mosher et al. [2008], Robinson-Mosher
et al. [2009] and Robinson-Mosher et al. [2011] perform implicit cou-
pling and eables the free-slip boundary conditions. Zarifi and Batty
[2017], Takahashi and Batty [2020] and Takahashi and Batty [2022]
use the cut-cell technique combined with a properly constrained
global system for further improvement. As for hybrid methods like
MPM [Stomakhin et al. 2013], it comes naturally with non-slip
boundary conditions for coupling, and further research extends it to
enable rigid body coupling [Hu et al. 2018] and the free-slip bound-
ary conditions [Fang et al. 2020]. Exploration of hybrid methods
in incorporating flow maps was present in [Shimada et al. 2021].
Authors improved RMT to a hybrid method with marker particles to
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Notation Type Definition

xf vector/matrix fluid property

*5 vector/matrix solid property

* vector/matrix fluid properties near solid (only

used in MPM coupling)

*4 scalar/vector/matrix  quantities evaluated at time ¢

x vector particle / mesh vertices location
Fle.al matrix Forward Jacobian from ¢ to a
Tac] matrix Backward Jacobian from a to ¢

C function constraint in XPBD simulation

u vector velocity

Vu matrix velocity gradient

m vector impulse

f vector force

P scalar pressure

A vector pressure correction buffer

T vector external force buffer

n scalar reinitialization steps

Table 1. Summary of important notations used in the paper.

better track the solid interface. However, the main problem of such
a method is that fluid does not directly benefit from the advection
using a flow map and, therefore, cannot achieve simulation quality
as shown in impulse-based fluid methods.

2.5 Coupling with Thin Structures

Using the coupling techniques mentioned above, different scales of
coupling phenomena have also been studied. In particular, coupling
with thin structures are of interest and examples include coupling
hair-fluid coupling [Fei et al. 2017], fabric-fluid coupling [Fei et al.
2018], coupling fabric with non-Newtonian fluid [Fei et al. 2019],
coupling parachute/cloth with fluid [Wang et al. 2020], insect flying
and fish swimming [Borazjani and Sotiropoulos 2010; Cui et al. 2018;
Tian et al. 2014], coupling uniform flow with flags [Uddin et al. 2013;
Wang and Tian 2019], coupling free-surface water with thin shells
[Robinson-Mosher et al. 2008] and also combustion between fire
and paper or cloth [Losasso et al. 2006]

3 PHYSICAL MODEL

Naming Convention. We will adhere to the naming conventions in
Table 1. Specifically, we will use superscripts for the type a quantity
belongs to. For example, =/ denotes fluid-related quantities, and
#5 denotes solids-related ones. We will use subscripts to indicate
the evaluation time of a quantity, such as #; for values evaluated at
time ¢. Similarly, #[, .| represents a time interval from a to ¢ and is
used in flow map notations to indicate the duration over which the
mapping occurs, with a and c as starting and ending time.
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3.1 Governing Equations

We lay out the physical model of the solid-fluid coupling system on
impulse variable:

D

==~ (vu)' m,
Dt

1
—V2p=-V.-m,
o’ "

u:m—dio (l)

pf "

Do

S—ZV' g

P Dt 7
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where m and u being fluid impulse and fluid velocity, and ¢ an
intermediate variable used only for projecting m to the divergence-
free u. Here, v represents solid velocity, and o is elastic stress tensor.
Here we use 9Q5/ to represent the interface between fluid and solid.
The first three equations describe the fluid momentum (first row)
and incompressibility (second and third rows), the fourth equation
describes the solid, and the fifth equation features the non-slip
boundary conditions on the solid-fluid interface.

3.2 Flow Map

Flow map defines a bidirectional mapping ¢ and i between material
space X and world space x. The quantity defining infinitesimal
change in each space resulting in changes in another can also be
described using their Jacobians ¥ and 7.

Specifically, we define the forward flow map ¢ (-, ¢) as a function
of space and time, mapping the initial position of a particle at time
0 to its position at a subsequent time ¢, and backward flow map
Y (-, t), as the mapping from time t back to time 0. We can define
the forward flow map as:

BED w00,

$(X,0) =X, @)
$(X,1) =x,

Similarly, we can define the backward flow map as:
WD oy om0,
T

Y (x1) =x, ®)
¥ (x,0) =X,

Subsequently, ¥ and 7, the Jacobians of ¢ and ¢/, can be calulated by

F = g—;’z, T = g—;/: and satisfies the following advection equations

with a velocity field u:

% = Vu¥F,
o @
D_t = -7 Vu.

Here, % represents the material derivative, which describes the

rate of change of the Jacobians moving with the particle along its
flow map’s trajectory. As shown in previous works [Cortez 1996;
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Deng et al. 2023; Nabizadeh et al. 2022], fluid impulse can be trans-
ported via a bidirectional flow map with the defined Jacobians as:

m(x,t) =TT m(y(x),0), 6
5
m(X,0) =FT m($(X),1).
Particle Flow Map.
By observing that a - :::Z::

particle trajectory can
naturally characterize a
bidirectional flow map,
a particle flow map
method was proposed
in [Zhou et al. 2024]
by combining affine
Particle-in-Cell [Jiang
etal. 2015], covector/impulse
fluid [Nabizadeh et al. 2022], and bidirectional flow map [Deng et al.
2023] as depicted in Figure 2. Under a particle perspective, fluid
quantities such as m, 7, and ¥ are carried on Lagrangian particles.
Its trajectory, originating from time a and culminating at time c,
characterizes both the forward map ¢ 4] and the backward map
Yla,c]- The Jacobians F and 7~ are evolved along the trajectory and
facilitate the mapping between the initial and current time frames.

Fig. 2. Particle Flow Map starting from
time a and ending at time c.

4 COUPLING SYSTEM
4.1 Solid-Fluid Coupling on Flow Maps

With the flow map theory in hand, we next consider a simple solid-
fluid interaction problem. Suppose we have an immersed solid Q°
in fluid Qf and their interface is denoted as 9Q%/. We denote the
force acting on fluid from solid as 57/ and the force on solid from
the fluid as f/ 5 = — 5>/ From Euler’s equation, the advection
equation of impulse variable and the definition of fluid impulse, we
can describe the evolution of fluid velocity and impulse in a coupling
system as:

Du

= __y s—f

D p+f7

D

zm _ ~(Vu)Tm (6)
Dt

u=m-gq.

In the original impulse method, since there were no external forces,
q = Vo for q only needed to include pressure. In fluid-structure
interaction problems, q needs to include external forces such as
those exerted by the solid, hence the expression for q needs to be
rederived. For simplicity in notation, we use f := fs_’f . From Eq. 6,
we can obtain:

Du Dm Dq

Dt Dt Dt

-Vp+f+ % + (Vu)T(m) =0,
™)
-Vp+f+ % + (V) Tu + (Vu)Tq =0,

Eq 1 1 2
Vu \vj u Vo +
Dt ( ) q (2| | ) p f 0,



Here, we used the vector identity (Vu)Tu = %|u|2. By applying
Eq. 4 and flow map identity #7 = I, we have:

Dg _rDFT Lo _

o tT th+[V%h4) Vp+fl=0,

7:TDq DTT T 1 2

Z —1 ., -7 _ — - 8
or T DtQ+77[V%hH) Vp+fl=0, ®

DFTq

= 7T [Vp - V()] - 77 f.

Assume the flow map starts from time a and ends at time c, by
integrating both sides of the above equation and multiplying with
7T, we have the following equation at time c:

c C
ac=TT 1| FT (Vpr-VijwPydr— [ FT  fdd. ©)
acll ) Tiral > - Tira)

Now we have rederived an expression for q at time ¢ with the
presence of external forces and by applying the equation u = m —q,
we obtain the expression of fluid velocity at the end of the flow map
as:

c
1
— T T T 2
uc = ﬁa’c]ma —7[‘1’0]‘/ r7"[1_&](Vp1-—V5|ul-| )dt
—— a
Impulse Mapping

Projection

c (10)
T T
1 Mlae) /a Fleafrde) ¢

Coupling Force Integral

where 7 denotes the intermediate time instant along the trajectory
of the flow map.

The three terms on the
right-hand side of Eq. 10
indicate the flow map of
fluid impulse, the projec-
tion, and the coupling
force integral. For an im-
pulse flow-map system
without solid-fluid cou-
pling, only the first two
terms contribute to cal-
culating velocity in each
time step. For a solid-
fluid coupling system, the
third term is essential for
evaluating the coupling effects from solid to fluid. As shown in
Figure 3, the calculation of the coupling force integral can be com-
prehended as integrating the coupling force with flow maps along
the entire trajectory. For each time instant, the integral is calculated
by conducting a backward map from the current to the initial time
and then conducting a forward map from the initial to the end.

For the solid part, we will have:

Fig. 3. Illustration for mapping coupling
force from current to initial frame.

Ve =vg+ /C V.o (F7) — frdr. (11)

The solid velocity at time c is the time integral of both its elastic
force and the fluid force from time a to time c. The velocity on
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the solid-fluid boundary at time ¢ must satisfy u, = v.. In order to
utilize existing solid simulation methods, in practice we use one-step
advection to simulate solid in place of using a long-range mapping.

4.2 Impulse-To-Velocity Coupling

In this section, we introduce how we solve Eq. 8 and 10 with a set
of reformulated flow-map equations. Our key idea is to convert the
impulse-form flow map to the velocity-form flow map to solve the
coupled system, allowing a direct coupling implementation based on
the force exchange within a single time step. The mathematical idea
of our impulse-to-velocity transfer was motivated by [Li et al. 2024],
with our particular focus on deriving the formula in an Eulerian-
Lagrangian setting for tackling solid-fluid coupling.

Particle Buffer. Our coupling scheme performs in the velocity
domain as shown in Eq. 10. The calculation of two integrals is
needed to convert the flow map advected impulse to velocity. We
name the two buffers for computing integrals in Eq. 10 as pressure
correction buffer A and coupling force buffer Y:

¢ 1

Ac =/ FT V(s — 2 lueP)dr,
a ? (12)
¢ T

Y. :'/a ?'[T’a]ffdr.

Grid-based flow map methods cannot easily calculate path integrals
starting from a random point within the computational domain, as
seen in [Deng et al. 2023; Sato et al. 2017] due to the need for a
storage buffer for velocity fields. Meanwhile, as shown in [Li et al.
2024; Zhou et al. 2024], particles can easily accumulate over their
trajectories. Therefore, we employed a particle flow map framework
to integrate the force model into impulse fluid simulation. Specifi-
cally, we carry individual flow map gradients ¥ and 7~ and initial
impulse variables m, on fluid particles. Such design allows the parti-
cle buffers A and Y to be directly carried and calculated on particles
at each time step, making using the particle buffers possible.

Impulse-to-Velocity Conversion. To use the particle buffers getting
u. from m, in simulation, we need to discretize Eq. 10 and Eq. 12
that forms a single step update equation from time b = ¢ — At to
c. However, in the definition of m, u is a divergence-free velocity

field. Therefore, Eq. 10 contains pressure at time ¢ that’s unknown

2
c

unknown and waiting to be solved. Hence, the actual divergent
velocity field u}; at time ¢ needs to eliminate the pressure component

and waiting to be solved by Poisson projection. Similarly, %u is

from Eq. 10 and we use %ui to approximate the original expression
for %u% And, in practice, %urzni d is used because of our adaptation of
mid-point velocity approximation. Hence, Eq. 10 can now be written
as:

* 1
U = T g (Ma) = Tig o) (Fih 0 9) + Atfe + ALV Jup[2) - (13)

for a single time step update from t = b to t = c. For deriving
update equation for A and Y, we perform discretization on Eq. 12
and derive:

1
Ac = Ap+ T ) At(Tpe = V- Jue?)

(14)
Ye =Yy + Tl Atf:
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Pressure / Force Buffer A&Y (Eq. 14) Impulse-to-Velocity (Sec. 4.2)

t
+ +E e o o +|
o~ /\‘ g@

& Tlaa+at) Taa+2At\ ) Tiael \

t
1
m, i

of u
[e]
00 O
o / Classical Coupling
O Methods (Sec. 5 & 6)
> \ | —— —— e e O
e o
t=a t=

Fig. 4. lllustration of the key idea of our method where we convert impulse
to velocity using our particle buffers A and Y. The problem of direct coupling
between impulse and velocity is shown in Section 7. Our whole pipeline is
shown in Section 5 and the adaptation of our method to classical coupling
methods is shown in Section 6.2 and 6.1.

Reformulated Flow-Map Equations. Now we have the system of
equations for updating me, uj, A¢, and Y, and we summerize them
as follows:

me = ﬁz,c]m“’
. _ T 12
u. =mc -7, C](Ab—Yb)+V§|ub| At+cht,

) (15)
Ae = Ap+ T ) At (Vpe = V- Jucl?),

Yo=Yy +FL At

Notice we use f. denote the coupling force between fluid and
solid at time step c, but external forces like gravity f. = pg and
viscosity f. = vAm, can also be incorporated to T in the same way.
Furthermore, in scenarios where non-uniform density is present,
A becomes:

1 1
Ac :Ab+§°"[7;a]At(;Vpc —V§|uc|2). (16)

Calulation of A¢. For evaluating A, it directly follows the update
equation in Eq. 15. After solving the Poisson projection for time ¢, we
can obtain p. and u. on the grid. We then calculate V(p. — %|uc|2)
on the grid and transfer this quantity to particles using a G2P process
and accumulate the value on A. by mapping it back to the initial
frame a using ¥ 4]. The gradient operator can be evaluated as the
gradient of the weight kernel used in PFM. Notice that p is a material
property carried by particles. Therefore, the transition from uniform
density to non-uniform density calculation is straightforward.

Calulation of Y. As for evaluating Y, same procedure is used. At
time c, we first calculate the coupling force f; along with optional
external forces. Then, using the advected ¥ ] on particles, we
accumulate the forces to Y by Eq. 15.

Calulation of uf. Having the two buffers in hand, converting from
impulse m, to divergent velocity u become straight forward. We
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use 7[£C]ma to get mc. Then, by using u,,;4, we calculate V%urznid
on particles. Now, all quantities are on particles, together with A and
Y calculated from the previous frame, we get u; following Eq. 15.

Coupling with u};, and projection. Following the calculation of u},
the coupling method can be performed using this advected divergent
velocity field because both solid and fluid are now described using
velocity, which is a short-range physical property. Depending on
the chosen coupling schemes, either Particle-to-Grid (P2G) or force
spreading is performed, as detailed in Section 5. After this, coupling
force f, with external forces for a single frame is added to the grid.
And the velocity on grid can then be used for Poisson projection to
enforce a divergence-free condition.

Summary. In sum, by accumulating A and T on each particle,
we achieve a divergent velocity field from impulse using flow map
advection, which substitutes the semi-Lagrangian step in typical
fluid solvers without requiring the typical projection operation. Now
we have (1) solid and fluid using the same variable for representation
and (2) forces are correctly handled through maintaining the force
buffer Y on particles, coupling between solid and fluid can fall back
to utilizing methods used in typical velocity domain without the
presence of a flow map.

5 TIME INTEGRATION

We outline our time integration scheme in Alg. 1. Our pipeline
allows any coupling method to be integrated as long as the com-
putation of Eq. 10 especially the coupling force between solid and
fluid can be accumulated to our coupling force buffer Y. Examples
with pseudo code of using this pipeline for coupling under MPM or
IBM framework are shown in Appendix A.1.3 and Appendix A.2.2.

(1) Reinitialization. Every n steps, quantities carried on fluid par-
ticles are reinitialized in the manner adopted from PFM. Specifi-

cally, particles are uniformly redistributed, and both Tl{ a] and

7Ef  are reset to 7, with m, reset to the initial state using u,.
In addition, Ap, Y}, emptied to be 0.

(2) CFL Condition for Fluid. At is computed based on the fluid
velocity field and the CFL number.

(3) CFL Condition for Solid. A separate sound CFL condition and
velocity CFL condition are used for solid to determine A¢* and
the number of solid substeps.

(4) Midpoint Method. We utilize a leapfrog-style energy preser-
vation temporal integration scheme to enhance vorticity preser-
vation. Examples for the midpoint method for MPM is provided
in Alg. 5 and IBM in Alg. 10.

Fluid. We predict u,,;4 by using uy.

Solid. We simulate half the number of solid substeps, with initial
velocities sampled from uy, to synchronize with the fluid state.

Coupling. We utilize the P2G scheme from MPM or IBM force
spreading followed by Poisson solving for incompressibility.

(5) Fluid Advection. We march x/, T[a,c] and Fl¢ 4], according to
Eq. 4.
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Fig. 5. We show the path and vorticity snapshots of free falling leaf and parachute. The falling path of leaf is shown on the left. We can clearly observe the
falling path experienced three stages: acceleration, converging and chaotic which accords with real life observation. On the right, we show a parachute falling

and we observe velocity convergence after the acceleration stage as expected.

(6) Compute m.. We update m, with m, and ‘7E£ ol
Eq. 15.
(7) Compute Vugr . We compute Vugr with u,,;4 using

, according to

Vu{ = Z Vwiptimid, 17)
i

where wip is the quadratic weight function [Jiang et al. 2016].

(8) Solid Marching. We simulate the remaining half number of
solid substeps with initial velocity sampled from u,,;; to syn-
chronize with the fluid state.

(9) Impulse to Velocity Conversion. We compute u{ * with Ay,
Yy, upiq and me, according to Eq. 15.

(10) P2G and Coupling. Compute u; by a P2G process using quan-

tities carried on particles. When using MPM, we perform the

P2G process for both fluid and solid using u{ and u! (details
provided in Section 6.1 and Appendix A.1) on fluid particles and
u? on solid particles. When using IBM, force is distributed to
the velocity field after the P2G process.

(11) Add External and Coupling Forces. Coupling forces f. and
external forces like gravity pg and viscosity vAm, are added to
the grid.

(12) Poisson Solving. We solve Poisson equation to ensure divergence-

free condition.
(13) Buffer Update. We update Y. and A, according to Eq. 15.

Algorithm 1 Time Integration

1: for k in total steps do

2 Reinitialization every n steps;

3 Compute At with uy, and the CFL number;
4 Determine At* and number of substeps for solid;
5

Estimate midpoint velocity u;4; > Alg. 5/10
6: March x/, 7E£C] 7"[];‘1] with w4 and At; >Eq. 4
7 Compute m, with m, and 7[{;01; > Eq. 15
8: Compute Vu{ using #pid; > Eq. 17
9: March solid based on solid simulation methods;
10: Compute u[* with Ap, Yp, umid, mc; > Eq. 15
1 Compute u by transferring u{ *( ul, uf) and Vu{ to grid;
12: > Eq. 18
13: Add single step coupling forces f. and external forces;
14: uc, pc < Poisson(uy);
15: Update Y. and A, with u,, 7:[{)(1], fe and pc; > Eq. 15

16: end for

6 COUPLING FRAMEWORK EXAMPLES

This section demonstrates two coupling frameworks on MPM and
IBM using our flow-map coupling method. Each framework calcu-
lates the coupling forces that can be exchanged between solid and

ACM Trans. Graph., Vol. 43, No. 6, Article . Publication date: December 2024.
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Fig. 6. Under incoming flow with variant velocity, turbulent surface flow
is created from the grass geometry. Vorticity is being visualized here for
illustration of the turbulent flow.

fluid particles (implicitly for MPM and explicitly for IBM) and then
accumulates these forces on our particle force buffers.

6.1 Coupling with MPM

This section demonstrates how to adapt our coupling method to
the MPM framework. Couplings within the MPM framework are
realized through P2G and G2P procedures and pressure projection
for momentum exchange and coupling force calculation. Because
the coupling force for MPM implicitly inherits from the pressure
gradient in the projection step, our accumulation for A provides the
buffer for accumulating coupling force under the MPM framework
in flow map settings. Using our scheme provided in Section 5, fluid
particles carrying impulse variables described under a long-range
flow map can be converted to a short-range velocity in the same
physical model as MPM particles. With this unified presentation, we

perform P2G using typical P2G procedures for solid particles u$ and
f P

fluid particles ug . For simplicity, we use u,. to represent velocity for
both kinds of particles:

u; — %“ w,-p(u‘g + Vuf(xi - xp)) / ; Wip, (18)

where weight kernel is chosen to be quadratic kernel in [Jiang et al.

2016] and x; denotes MAC grid face center location.

The G2P process is performed for fluid and solid particles in the
advection step. One difference from classical MPM simulation is that
we perform RK4 time integration for advection for better energy
conservation. The G2P process is performed with

uf Z Wipllj. (19)
i

6.2 Coupling with IBM

The IBM coupling happens between solid and fluid through the
exchange of elastic force spread through a smoothed Dirac-Delta
kernel 8, (x) = 5 ¢($)$(#)$(%), where ¢(r) is defined as:

z/’)(r):{ é(l+cos(%)) Ir| <2 , (20)

otherwise
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Fig. 7. We show the fire ignition on grassland leading to intense smoke and fire
production. We see interesting vortical structures formed within the visualized
smoke and fire regions.

Due to this explicit definition of coupling force, we can easily in-
tegrate the coupling force using our particle buffer Y at each step.
After we convert from the long-range mapped impulse variable
to the short-range velocity for fluid particles and perform P2G for
fluid particles, solid coupling forces are spread to the grid using the
smoothed Dirac-Delta kernel as:

fgrid — /fsolida(xgrid _ Xsolid) (21)

This force is accumulated to Y at the end of this time step. The
divergence-free velocity field interpolated to solid particles through
the kernel function is used to march the solid particles following:

usolid — / ugrida(xgrid _ Xsolid) (22)

Here, fgrid corresponds to the force that is added to the velocity
field after the impulse-to-velocity conversion, and usrid represents
the divergence-free velocity field after Poisson projection.

For implementation details, all advections are performed using
the 4th order of the Runge-Kutta (RK4) method in [Deng et al. 2023;
Zhou et al. 2024] to track flow maps on particles. Specifically, we
follow the common practice in APIC that uses the gradient of kernel
function to calculate Vu. We provide more details for implementing
MPM and IBM in Appendix A.1 and Appendix A.2.

7 ABLATION STUDIES

In this experiment, we implemented six different alternatives in
addition to our proposed method, including coupling on grid-based
flow map methods with/without RMT [Rycroft et al. 2020] and force
accumulation, hybrid flow map methods directly using P2G and with
a thin layer of velocity particles. As shown in Figure 10, we tested
these seven implementations in the example of a falling sphere
immersed in the fluid and analyzed the results of their simulations.
We use a simulation domain size of 128x384 and set gravity to 3. We
use 0.03 as the radius for the sphere with a density ratio of 15:1 and
E =5x 10° and p = 0.3 throughout all the tests.

For grid-based flow map methods, we implemented the reference
map method described in [Rycroft et al. 2020], which includes flow



Fig. 8. In this experiment, we show a long silk flag affected by an incoming
flow with variant velocity. Interesting spiral-shaped vortices are formed. We
refer readers to our supplementary video for the dynamic motion of the

vortices.
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Fig. 10. On the left figure, we illustrate several approaches: (a) Direct GFMC,
(b) Single-Step Heaviside GFMC,(c) Accumulative Heaviside GFMC, (d)
Tuned Accumulative Heaviside GFMC, (e) Direct HFMC, (f) Padded Velocity
HFMC, and (g) our method. In the right figure, we demonstrate that direct
hybrid flow map coupling does not converge to a velocity, which is expected
due to the fluid-to-solid forces.

map extrapolation and Heaviside blending for (1) fluid/solid density
and (2) fluid stress 7/ and solid 7° on grid-based flow map. At each
step, a level set is created using MPM particles, and a Heaviside
function (H) is calculated based on this level set on the grid. This
Heaviside function is utilized to blend MPM solid stress 7° with
fluid viscosity stress o/, which is defined as ,uf (Vu+ (Vu)T), and

Solid-Fluid Interaction on Particle Flow Maps + 9

Fig. 9. T-shirt in wind field: we show high-frequency oscillation on the T-shirt
geometry can be clearly observed. Such wrinkles of the T-shirt geometry are
driven by the vorticity shredding on the surface which is automatically formed
due to our coupling mechanism.

to blend solid density p° with fluid density pf . The blended value
is defined as:
r=t +H.(5 - o)

p=p +H(p* - p) @
and
0 if g < —¢,
Ho(¢) = %(1+%+%sin %) if14] < ¢, (24)
1 ifp > ¢

where ¢ is the level set value and ¢ denotes the width of the blurring
zone and is typically set at 2.5Ax, as noted in [Rycroft et al. 2020].
The blurred 7 is then used for solid elastic force calculation and p
for P2G calculation. To utilize this blending scheme, specifically to
calculate 7° outside solid, we sample a narrowband of blur-zone
particles in MPM simulation, and sampling follows the same way
as described in Section A.1.1. Complicatedly, using this blending
requires extrapolation of FP!le in the blur zone to calculate 7°
outside solid. This task lacks clear physical meaning, and the way
we do this is to directly copy the ¥ from the nearest surface particle
to the particle in the blur zone. Forces calculated from P2G using
blurred ¥ are applied to impulse field advected by flow map.

(a) Direct Grid Flow Map Coupling (Direct GFMC). We directly
use the deformation gradient on solids to calculate force, without
blending with the forward map gradient 7 on fluids stored on the
grid. We show in Figure 10(a) that numerical error dominates.

(b) Single-Step Heaviside GFMC. We add force for just a single
frame within the grid-based flow map framework using the RMT
method. We show in Figure 10(b) that such a method results in
a slower falling speed than expected but also causes the solid to
behave much softer than it should.

(¢) Accumulative Heaviside GFMC. We add the accumulated force
without mapping the force to the first frame within flow map frame-
work together with RMT method. In Figure 10(c), we illustrate that
this leads to numerical instability

ACM Trans. Graph., Vol. 43, No. 6, Article . Publication date: December 2024.
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-
-

Fig. 11. We compare our method, Euler’s method, and APIC+M. We observed no vorticities in Euler. APIC+M forms blurred vortices, and ours shows the

clearest structure of vortices.
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Fig. 12. Karman Vortex street under different Re number which is calculated

Euler APIC +M Ours
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Fig. 13. This experiment compares our method with traditional fluid models

from viscosity =4 x 107, 4 X 107>, 4 x 107 with geometry radius being  within the IBM framework. Using a 2D mass-spring system with an incoming

0.05 and dominate velocity being 0.16.

(d) Tuned Accumulative Heaviside GFMC. We use the same method
as (c) but adjust the parameters to use smaller timestep, density
ratio and gravity. However, distortions in flow map extrapolation
become predominant, culminating in incorrect behavior as depicted
in Figure 10(d).

(e) Direct Hybrid Flow Map Coupling (Direct HFMC). We use the
impulse for fluid particles and directly P2G with solid particles carry-
ing velocity and solve Poisson together. This method does not result
in velocity convergence, as seen in Figure 10(e) and the right figure
of Figure 10. This issue arises due to the differing representations
of fluid and solid, specifically impulse versus velocity.

(f) Padded Velocity HFMC. We pad solid particles with a layer of
fluid particles carrying velocity instead of impulse but didn’t deal
with fluid particles distant from the solid. Velocity convergence is
observed. However, this approach makes fluid behavior anomalous
due to the different models used for describing fluid dynamics as
observed in Figure 10(f).

(g) Ours. We show our method correctly couples fluid and MPM
solid without the issues presented above in Figure 10(g).

Based on the observations above, to correctly couple solid and
fluid under the flow map framework, a method must ensure that
(1) fluid and solid have the same physical representation when

ACM Trans. Graph., Vol. 43, No. 6, Article . Publication date: December 2024.

velocity of 0.16, our method demonstrates the formation of a vorticity street.

performing coupling and (2) forces are correctly managed within
the flow map framework. And our framework successfully satisfies
these requirements.

8 VALIDATION AND COMPARISON

In this section, we first verify the correctness of our external force
treatment by validating it through the Karman Vortex Street exper-
iment, which is run under different viscosity parameters leading
to various Reynolds numbers and then on a cylinder with different
density sedimentation that converges to different velocities. We then
compare our method against Euler’s method and affine particle-in-
cell (APIC) as shown in Fig. 11. As highlighted in [Deng et al. 2023;
Nabizadeh et al. 2022], a symmetric energy conservation scheme
like the Leapfrog/Verlet method is crucial for vorticity conservation.
We enhance the APIC method by adding a midpoint prediction,
denoted as APIC+M, for a fair comparison.

8.1 2D Viscosity Test

We demonstrate that we can correctly handle viscosity with our
treatment for external force, as discussed in Section 4.2. In Figure 12,
we present the Karman Vortex Street phenomenon under different
Reynolds numbers, specifically 20, 200, and 2000.
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Fig. 14. We simulate hair using the model described in [Bender et al. 2014],
employing XPBD and coupling it with our particle flow map fluid solver.
Complex vortex structures emerge under the influence of a constant incoming
flow, causing the hair to be lifted due to the flow’s speed.
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Fig. 16. The image on the left illustrates a comparison of the cylinder positions
at time ¢ = 7.5, highlighting the effects of different density settings on their
behavior. All other parameters remain constant except for the density. The
right image shows the convergences of the terminal velocity of the cylinders.

8.2 3D Bouyancy Test

We demonstrate that our algorithm can
correctly handle external forces such as
buoyancy in a 3D plume example. As
shown in Figure 18, a turbulent smoke
plume rises due to buoyancy and pro-
duces complex flow details.

8.3 2D Cylinder Sediment

We demonstrate that with proper den-
sity treatment in handling impulse-to-
velocity conversion and Poisson pro-
jection with Eq. 16, cylinders with dif-
ferent densities will converge to differ-
ent velocities. The converged velocity
is proportional to the cylinder density,
as shown in Figure 16.

Fig. 18. Turbulent
smoke plume driven by
buoyancy.

8.4 2D Swimmer

We compare our method against Euler’s and APIC+M under the set-
ting of a periodic flapping swimmer. We first introduce the method

Fig. 15. We show the result of our method combining the active strain method
to generate a self-contraction soft body simulated by MPM, creating a fish-like
movement to move forward. Vortices behind the fishtail form a similar pattern
as observed in [Lin et al. 2019].

064 (@) 0164 (b)

°

swimming velocity
°

swimming velocity

0.2

0 1 2 3 a 5 6 7 8 0 5 10 15 20 25 30
time in's time in's

Fig. 17. This figure shows the solid velocity of our flapping swimmer and
fish model shown in 2D swimmer experiment in Sec. 8.4 and fish experiment
in Sec. 9.1. The velocity of this plot is calculated with finite difference using
positions of two consecutive frames.

we used to create such motion, which is utilized not only for this
comparison but also for 2D and 3D fish experiments.

Active strain contraction. We show our method adopting the
active-strain method [Lin et al. 2019] to create periodic self con-
traction, which moves solid through interaction with the fluid. The
active strain approach imposes contractive strains to drive elastic
deformation following a multiplicative decomposition of the de-
formation gradient tensor. This method defines a ,F, as an active
deformation tensor. To apply actuation on deformation gradient
F is by assuming Fiota] = F - Fo following multiplicative decom-
position [Lee and Liu 1967; Lee 1969]. Therefore the deformation
gradient # used in stress calculation is given by:

F = Frotal - (Fa) ™\, (25)

where Fiota] is the deformation gradient advected from previous
timestep and % is the actuation applied.

We use the force model in [Lin et al. 2019] for #,. By assum-
ing principle contraction in first dimension, ¥, is defined as ¥, =

diag[A,A7!] in 2D and 7, = diag[A, VA~1, VA~1] in 3D where A < 1.

Contraction in other principle axes can also be applied similarly.

ACM Trans. Graph., Vol. 43, No. 6, Article . Publication date: December 2024.
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Fig. 19. We simulate a Koinobori, represented by a cylindrical shape adorned
with a traditional Japanese cloud pattern, being lifted by a constant incoming
flow. The waving motion of the Koinobori generates intricate vortex structures
along its surface and tail, with the vorticity being visualized to highlight the
turbulent flow dynamics.

In calculation of A, we use:

1-asin (%)exp (_}ﬂ)’ 0<t<T/2

A= e (26)
1—asin(%)exp(—%), T/2<t<T,
for flapping swimmer experiment and use:
_ in [ 2zt _h-y <
_ 1 a||(sm( ))|| exp( @ ), 0<t<T/2 @)

T
1-« sin(%)”exp(—%), T/2<t<T,

for 2D and 3D fish experiment. Here, dj controls the steepness of
the decay, and we use h/3 in all experiments, T denotes the period of
contraction, y denotes the material space coordinate in the principle
axis of contraction, and « controls the strength of contraction.

Comparison. In this experiment, the active contraction area is set
between 0.3 and 0.7 of the long axis of the solid. We use & = 0.3 and
T = 2, with a dynamic viscosity of 8 x 107%. Our method preserves
the clearest vortical structures compared to the other two methods,
as shown in Figure 24. We also show the swimming velocity of our
swimer in Figure 17(a).

8.5 2D/ 3D Flag

In 2D flag comparison, we compare our method with Euler and
APIC+M by applying the IBM method combined with a mass-spring
system for the flag. As shown in Figure 13, numerical viscosity
dominates the fluid behavior in the Euler and APIC+M methods,
resulting in a lack of interesting fluid vorticity. In contrast, our
method encourages the formation of interesting vorticity structures.
In the 3D flag experiment in Figure 11, no vortical structures are ob-
served in the simulation produced by the Euler solver. Compared to
APIC+M, our method displays clear and regular vorticity structures
and coupled flapping motions.
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Fig. 20. In this experiment, we incorporate combustion into the Koinobori
simulation, leading to the vivid visualization of fire and smoke colored with
black-body radiation. As the flag waves under fiery conditions, it generates
intricate vortex patterns and dynamic interactions between the flames, smoke,
and the flag itself.

9 EXAMPLES

In this section, we show various 2D/3D experiments to validate our
coupling simulator. Table 2 shows the comprehensive list of exam-
ples. It is assumed that the shortest edge of the simulation domain
is of unit length. All simulations were implemented with Taichi
[Hu et al. 2019] and performed on laptop/workstations equipped
with Intel i7-11800 H/AMD Ryzen Threadripper 5990X CPU and
an NVIDIA RTX 3080/4090/A6000 GPU. Depending on the GPU
we used, our simulation takes an average of 1.7 seconds (E.g. 3D
parachute or 3D Koinobori) to 5.2 seconds (E.g. 3D Fish or 3D Grass)
for each step in 3D simulations.

9.1 MPM Coupling

The experiments below set the flow map reinitialization steps to 20
for 2D and 12 for 3D. The reinitialization step for narrowband fluid
particles is set to 2 across all MPM coupling simulations.

2D cylinder sediment. In the experiment shown in Figure 21, we
show the result of a 2D cylinder falling from rest and converging
to a constant speed due to the force from fluid acting on solid. The
ratio between fluid and solid is set to 15:1, and gravity is set to 3.
The radius of the cylinder is 0.03, and the center is initially placed
at [0.16, 0.5]. Fluid viscosity is set to be 8 X 107, We see Karman
Vortex Street patterns created in this falling process as discussed in
[Gazzola et al. 2011].

2D multi-cylinder. As shown in Figure 22, cylinders are placed at
a distance of 3r between their centers, and their radius is r = 0.02.
The dynamic viscosity is set to be 6 x 1074, the density ratio is 30:1,
and gravity is 9.8. We observe symmetric patterns created for both
vorticity and particles’ paths.[Gazzola et al. 2011]

2D Fish. As discussed in 8.4, we use the active strain method to
create self-contraction simulating muscle movement. In the exper-
iment shown in Figur 23, we set the activation area between 0.6
and 0.9 in the x direction in the solid body’s material space and
principal contraction in the y direction. Dynamic viscosity is set
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Fig. 21. Vorticity plot of 2D cylinder sediment at time ¢ =1, 3, 5,7

to be 8 x 107°. The solid body has a dimension of x = 0.25 and
y =0.01. T = 2 and & = 0.25 is used for contraction. The vorticity
plot is shown in Figure 23 and the swimming speed is shown in
Figure 17(b).

3D Fish. We use a setting similar to the 2D fish experiment. The
solid has dimension x = 0.25, y = 0.01 and z = 0.1. The principal
contraction axis is the y direction and the activation area is between
0.6 and 0.9 in the x direction in the solid body’s material space.
T = 1.8 and a = 0.2. The result is shown in Figure 15. We see a
similar vortex structure created at the end of the tail compared to
[Lin et al. 2019]

9.2 IBM Coupling

In all the experiments below, we use a reinitialization step of 12 for
fluid, and extended position based dynamics (XPBD) is used to solve
solid behaviors. In the 3D leaf and 3D parachute experiments, we
adopt a suiting grid for tracking the solid center of mass to allow a
longer falling path.
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Fig. 22. Figure (a) shows multi-cylinder sediment at time ¢ = 0.15, 0.45, 0.65.

Figure (b) shows the trace for the center of mass of cylinders.
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Fig. 23. Figure (a) shows fish movement with vorticity at time ¢ = 5, 16, 25,
32. Figure (b) shows the trace for fish movement.
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Fig. 24. This experiment shows comparison of coupling between fluid and
MPM using active strain method for self contractoin

3D Grass. We use multiple rectangular patches to form grass and
fix their ending vertices at y = 0. An incoming flow with variant
velocity v = 0.2sin(27t)+0.1 is used. Details of vortices are observed
created from the surface of the grass during simulation. The results
are shown in Figure 6.

3D Long Silk Flag. An incoming flow of v = 0.1sin(27t) + 0.2
is applied with a random velocity between [0, 0.05]. Interestingly,
tweaking and torsion of the flag are observed, and spiral patterns of
the vortical structure are formed during simulation. See results in
Figure 8.

3D Koinobori. In Figure 19, we create a cylinder mesh with a
bigger open-up radius at the beginning compared to the end and
connect it to a fixed point. We aim to use this shape in correspon-
dence to Japanese Koinobori. A constant incoming flow is applied.

3D Hair. In this experiment, we fixed the hair ends and initialized
it at a 45-degree angle. We applied the model in [Bender et al. 2014]
for PBD hair simulation. We see hair flowing up by incoming flow,
forming clear vortex structures as shown in Figure 14.
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3D T-shirt. Figure 9 shows a shirt in a turbulent flow field to
demonstrate the solid-fluid coupling with a complicated mesh topol-
ogy. Surface wrinkles and turbulent wake vortices can be observed
in the simulation.

3D Leaf & 3D Parachute. In these two examples shown in Figure 5,
we use a body-suiting computation domain to allow a longer falling
path to be tracked and simulated. We show the path of the falling ob-
ject and the vorticity snapshots. For vorticity snapshots, we change
the camera position by the center of mass of geometry for rendering.
For more details, we refer readers to our supplemented video for
world space rendering of the vorticity and falling process.

3D Combustion. In Figure 20 and 7, we introduce combustion
to the cylinder mesh depicted in Figure 19 and a wildfire scene
on grass mesh in Figure 6. The combustion source is initiated at
a vertex of the mesh and spread across the entire mesh. We also
impose a constant temperature and density field at the source, which
is advected using the same fashion as PFM and visualized as fire
and smoke, respectively. An incoming flow with a varying velocity
is applied. Additionally, buoyancy is incorporated through B(T —
Tambient) Where f, T, and T, pient Tepresent the thermal expansion
coefficient, temperature, and ambient temperature, respectively.

10 DISCUSSION

We discuss the relation between our method and the previous im-
pulse methods in the literature (e.g., [Deng et al. 2023; Feng et al.
2022; Nabizadeh et al. 2022; Sancho et al. 2024; Zhou et al. 2024]).

Impulse Stretching Stability. The current methods of simulating
impulse fluid can be categorized into two categories: (1) evolving ¥
and then solving 7~ as its inverse [Feng et al. 2022; Sancho et al. 2024];
(2) evolving ¥ and 7~ directly (without solving inverse) along a long-
range flow map (e.g., on grid [Deng et al. 2023; Nabizadeh et al. 2022]
or on particles [Li et al. 2024; Zhou et al. 2024]). Impulse instability
(i.e., a particle impulse magnifies itself due to a small numerical
error, typically due to the stretching term, as reported in [Feng et al.
2022; Sancho et al. 2024]) was observed when 7~ was calculated
as the F inverse. This instability was not observed when forward
evolving 7~ on a particle flow map (e.g. [Deng et al. 2023; Zhou et al.
2024]). Our implementation follows the technical pathway of the
second category by evolving 7~ on particles. Therefore, we didn’t
employ extra treatment such as a Jacobian Limiter [Sancho et al.
2024] to ensure the impulse numerical stability.

Open Boundary Stability (CFL). We observed instability on the
open boundary of the grid because 7~ and ¥ are undefined outside
the domain. Unexpected fluctuating flow may enter the domain,
limiting the CFL to a small number. This instability issue is closely
related to the unsolved issue remaining in impulse simulations
where the free surface / open boundary is present (e.g., [Li et al.
2024; Sancho et al. 2024]) and remains an open problem to solve in
future works. Such boundary instability does not occur for a wall
boundary.
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Fig. 25. We study the influence of initialization frequency and the coupled
solid swimming speed in the right picture and the influence of its vorticity
preservation in a 2D leapfrog scenario. We n to represent how many steps
between reinitialization happens. We can see that solid speed is not largely
influenced by this parameter. On the other hand, the vorticity preservation
effect is not significantly improved after reinitialization frequency reaches
20.

Hessian Term in Flow Map. As noted in recent literatures like
[Sancho et al. 2024], the accurate advection of m involving particle-
to-grid transfer requires the calculation of Vm whose transport
equation depends on V7 and can be written as:

Vm(x,t) = 7,7 Vym(§(x),0) T + VT," m(§(x),0).  (28)

Such calculation (i.e., the calculation of VT") is challenging due to
its high-order nature. However, we do not need to worry about this
term because of the following reasons. Firstly and most importantly,
in our method, by converting m to u first, the P2G transfer only
requires Vu, eliminating the problematic calculation of V7~ from
consideration. Secondly, in concurrent literature such as [Zhou et al.
2024], the authors propose to leave this term out of the calculation
due to the observation that Vm mostly depends on the first term in
Eq. 28.

Reinitialization Frequency. In Figure 25(a), we present the results
of a parameter study investigating the influence of reinitialization
frequency on solid velocity in solid-fluid coupling. We observe that
the frequency of flow map reinitialization does not significantly im-
pact the swimmer’s speed. Nevertheless, reinitialization frequency
is crucial for vorticity preservation, which is essential for smoke
and soot visualization, as well as for managing multi-object and
thin-shell object interactions (see Figure 22 and Figure 7). Through
experimenting with different reinitialization frequency parameters,
we observe that vorticity preservation ability converges once a cer-
tain threshold is reached (See Figure 25(b)). As noted in [Nabizadeh
et al. 2022], excessively high reinitialization frequencies can lead
to instability, particularly under conditions of substantial external
force accumulation. Based on this observation, we have chosen to
use a reinitialization frequency of n = 20 for 2D and n = 12 for 3D
simulations instead of larger steps. For the number of particles per
cell, we follow the standard practice in PFM, setting it to 16 for 2D
and 8 for 3D, to obtain a balance between visual quality and GPU
memory constraints.



11 CONCLUSTION, LIMITATION, AND FUTURE WORK

In conclusion, we present a unified representation of solid and fluid
dynamics using particle flow maps, where a single step flow map is
applied for solid simulation to integrate existing elastic body simula-
tions and a longer flow map for fluids to preserve vortex structures.
By coupling these two maps through an impulse-to-velocity transfer
mechanism and managing force accumulation via particle path inte-
grals, we have developed a robust coupling framework that adapts
traditional solid-fluid coupling techniques to flow map models, as
demonstrated in our MPM and IBM examples.

The main limitation of our method is that the current framework
relies on a weak coupling mechanism that depends on explicit force
exchange between solid and fluid, rather than utilizing more sophis-
ticated implicit momentum-conserving coupling schemes, such as
the variational form [Batty et al. 2007] and monolithic projection
[Robinson-Mosher et al. 2008]. These methods require a large sys-
tem that implicitly includes the force exchange when formulating
the system matrix. Integrating our method with these approaches
would necessitate reformulating the two integrals in Eq. 10 into an
implicit system over the flow map process to accommodate mono-
lithic coupling. This system reformulation presents an intriguing
avenue for future work, particularly for enabling the coupling be-
tween complex vortical structures and stiff systems such as rigid
bodies and articulated bodies within flow map methods. Specifi-
cally, we are motivated to further adapt our flow-map framework to
projection-based immersed boundary methods (e.g., see [Guermond
et al. 2006; Taira and Colonius 2007; Wang and Eldredge 2015; Wang
et al. 2020]) to address the interactions between flow maps and
solids with hard constraints.

Another limitation of our method is that our pipeline is confined
to the framework of particle-based flow-map representation for
the fluid component, which requires maintaining a large set of
flow-map particles to buffer the coupling forces and transfer flow-
map information between particles and the background grid for
the Poisson solve. Reducing the cost of maintaining these particles
could potentially decrease the computational costs for long-range
flow maps.

On another front, it would be interesting to explore purely Euler-
ian solid-fluid coupling methods based on flow maps (e.g., by ex-
tending the Eulerian solid-fluid interaction work [Teng et al. 2016]
to a flow map framework), given the progress made with their La-
grangian counterparts. Additionally, our current system is focused
on non-slip boundary conditions. It is unclear how to enforce other
solid-fluid boundary conditions, such as non-penetration conditions,
within a flow-map perspective. Motivated by progress in neighbor-
ing areas such as MPM ([Fang et al. 2020]), it would be valuable
to explore different types of boundary conditions for solid-fluid
coupling systems using flow maps.

Furthermore, our current approach does not support free-boundary
flow. It would be intriguing to develop solid-fluid interaction frame-
works that can simulate large-scale open-water phenomena (e.g.,
[Huang et al. 2021; Wretborn et al. 2022; Xiong et al. 2022]) with the
flow-map-created vortical details around solid boundaries. The main
challenge for the current approach is the difficulty of solving the
impulse stretching terms for particles near the free surface (e.g., as
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pointed out by [Sancho et al. 2024]). This issue remains a significant
gap for flow-map methods due to the difficulty of handling impulse
stretching near a free surface.

Overall, our future work aims to tackle these problems by facili-
tating an implicit formulation for two-way coupling between solids
and free surfaces, and multi-phase flow map fluids with different
types of boundary conditions.
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Fig. 26. We show that if we do not perform any resampling in the cells
where fluid particles are removed, an empty band that contains no fluid
particles will be created. And by using our resampling method, we can fill
in this band easily.

A IMPLEMENTATION DETAILS
A.1 Implementation detail for MPM

We explain our implementation for MPM solid substeps and remov-
ing fluid particles in solid regions. Solid substeps need to be coupled
with fluid, and fluid particles in solid regions must be removed dur-
ing reinitialization for flow maps and fluid particles. Therefore, we
choose to use narrowband particles resampled at a higher frequency
than the fluid particles in distant regions to facilitate coupling at
solid substeps with fluid and to remove fluid particles in solid re-
gions.

A.1.1  Narrowband fluid particles & Resampling. In order to quickly
remove particles in the solid region without the need to reconstruct
the level set from particles at each step [Boyd and Bridson 2012],
we utilize the deformation gradient carried by that are particles that
are sampled exactly on a solid surface. Directly removing particles
in every cell containing solid particles would create a gap between
solid and fluid particles, as illustrated in Figure 26. Therefore, we
need to find a method to resample fluid particles near the solid
surface to fill in this gap.

Noticing that normal vectors can also be advected through the
flow map according to the following relationship:

ne = Tjg. o (2)

we sample on the solid surface before the simulation begins and

surface anqd their initial surface

document the surface points as x
normals as nf)“rface. A random distance D € (0, 1.5Ax] is recorded
for each x3"2°€ hefore simulation begins, and the resampling during

each reinitialization step of narrowband fluid particles x" naturally
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Algorithm 3 Reinit for coupling MPM

1. j « k (mod nb);

2. h — k (mod n%);

3. if j = 0 then

4 Uniformly distribute particles;

5 Mask out particles in solid

6: Reinitialize m/ for all fluid particles xf;

7 Reinitialize 7/, 7 to identity

8

9 Empty stored pressure correction buffer A
10: Empty stored external force buffer rf

11: end if
12: if h = 0 then
13: Resample near solid particles using solid normal
14: Reinitialize m"™ for all near solid fluid particles x™;
15: Reinitialize 77", F" to identity
16:
17: Empty stored pressure correction buffer A"
18: Empty stored external force buffer Y"
19: end if
becomes:
X" = xsurface + (ﬁzf]t‘ace)Tn%urfaceD (30)

We outline the algorithm for resampling in Alg. 2.

Algorithm 2 Sampling Method

surface

1: Random sample points on surface and document as x and

their normals as n%urface;

2: Perturb particle on surface along their normal nf)“rface with
distance D;

3. Update xourface a4 gsurface i cimulation:

4 At t timestep, x™ = xSurface 4. (ﬁgf{ace)Tnf)“rfaceD;

Subsequently, the resampled narrowband fluid particles will al-
ways remain outside the solid, and we can safely remove fluid parti-
cles from every cell that contains solid particles at the reinitialization
step.

A.1.2  Narrowband fluid particles in solid substeps. Based on the
assumption that minimal movement will occur within solid sub-
steps for fluid, we only utilize narrowband fluid particles for P2G
and G2P during these substeps. Additionally, we use the ¥" and
T advected through solid substeps to update the impulse m"” and
calculate A" and T" when synchronizing solid and fluid states for
coupling. Incompressibility is enforced by solving the Poisson equa-
tion during the synchronization step, rather than using the artificial
bulk modulus cited in [Hu et al. 2018].

A.1.3  Pseudo Code for Coupling with MPM. Below we show the
full pseudo-code for coupling impulse fluid with MPM under the
time integration scheme we proposed in Algorithm 1. Limited mod-
ifications are required to adapt MPM into the pipeline as shown
below.
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Algorithm 4 Coupling with MPM

Algorithm 7 Reinit for coupling MPM

1: for k in total steps do

2 Do reinit if needed based on Alg. 7

3 Compute At with u; and the CFL number;

4 Compute At® with solid parameter and the sound CFL;
5 Decide number of substeps for solid

6 Estimate u,;q with Alg. 5

7: March xcf T[{:cj 7‘_{: al with up;q and At;
8 March the other half MPM substep with Alg. 6

9: G2P ug,p to get u
S

10: Get m,, and m{ using Eq. 15

11: Compute u[* using Af, Ti, Upnid, mj: with Eq. 15.
12: Compute ul* using AZ, YZ, umiq, my with Eq. 15.
13: Compute Vu{ Vul using upnig

14: Compute u; by P2G using x[, xI, x5, u[, ull, ul, Vu{, Vul,
?S

15: Add gravity on u; if needed

16: Add viscosity on u; if needed

17: P2G density carried by fluid and solid particles

18: Solve Poisson

19: Update Y{ , Y7 by adding external force to buffer following
Eq. 15.

20: Update AJ: , A by adding pressure correction to buffer fol-
lowing Eq. 15.

21: end for

Algorithm 5 Midpoint MPM

: March half MPM substep with Alg. 6

. March x/ with u; and 0.5At and get uf, vuf

: G2P ugy,, to u" and u® and compute Vu”

: P2G using xf, xm x5, uf ut, us, vuf, vu, FS
: P2G density carried by fluid and solid particles
: Solve Poisson and get u,q

[ I N R

Algorithm 6 MPM substep

I Usyp <~ U

2: for substeps do

3 march x", x5, 7", F*, 75, F° with ugy,
4 G2P ug,,, to u™ and ©° and compute Vu™
5 P2G using x™, x*, u", u®, Vu", 5

6: end for

A.2  Implementation detail for IBM

A.2.1  Marching solid by XPBD. Except for the 2D validation tests,
where we used a mass-spring system for our solid model, we employ
XPBD to simulate solids for better visual effects. We applied the
edge length and bending constraints as outlined in [Bender et al.
2014]. We used an iteration count of 50 for solving XPBD constraints
in all our simulations, with solid At);q set to 0.0005 for stability.

1. j « k (mod nb);

2. h — k (mod n%);

3. if j = 0 then

4 Uniformly distribute particles;

5 Mask out particles in solid

6 Reinitialize m/ for all fluid particles xf;

7 Reinitialize 7/, 7 to identity

8 3

9 Empty stored pressure correction buffer A

10: Empty stored external force buffer rf

11: end if
12: if h = 0 then

13: Resample near solid particles using solid normal
14: Reinitialize m"™ for all near solid fluid particles x™;
15: Reinitialize 77", F" to identity

16:

17: Empty stored pressure correction buffer A"
18: Empty stored external force buffer Y"

19: end if

One caveat to note is that we use substeps for solid calculations.
Therefore, the force that is spread to the grid velocity is calculated
in an explicit fashion, as follows:

(1)

Algorithm 8 Reinit for coupling IBM

1: j «— k (mod nb);

2: if j = 0 then

3 Uniformly distribute particles;

4 Reinitialize mg for all fluid particles x/;
5 Reinitialize 7/, 7 to identity
6

7

8

9

Empty stored pressure correction buffer A
: Empty stored external force buffer 1f
. end if

A.2.2  Pseudo Code for Coupling with IBM. Below we show the full
pseudo-code for coupling covector/impulse fluid with IBM under
the general pipeline we proposed in Algorithm 1. Only modification
required is to use XPBD to solve for solid behaviors.
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Algorithm 9 Coupling with IBM

1: for k in total steps do
2 Do reinit if needed based on Alg. 8
3 Compute At with u; and the CFL number;
4: Determine AtS;
5 Decide number of substeps for solid
6 Estimate u,;q with Alg. 10
7 March x/, ‘T[{: ol 7‘_{: al with up;q and At;
March the other half IBM substep with Alg. 11
9: Get m using Eq. 15
10: Compute uz* using Ay, Yp, Ui, mc with Eq. 15.
11 Compute Vu{ using upyig
12: Compute u; by P2G using xf u{, Vu{
13: Add gravity on u; if needed
14: Add viscosity on u; if needed
15: Compute force f* with Update p%
16: Spread f* with IBM kernel to u;
17: Solve Poisson
18: Get ff on fluid particles using G2P
19: Update Y. by adding external force to buffer following
Eq. 15.
20: Update A, by adding pressure correction to buffer following
Eq. 15.
21: end for

Algorithm 10 Midpoint IBM

1: Get solid velocity using IBM kernel and u;
: March x* with Alg. 11
(Ub+o.50e —Ub)

: Compute force f° with Update p ;
: Get u” ., with RK4 semi-Lagragian update.
mid

: Spread force with IBM kernel to u;‘ni d

: Solve Poisson to get u;q

)

[ B )

Algorithm 11 IBM Solid substep

1: for substeps do

2 if With XPBD then

3 Update a based on At for each C

4 Predict solid location x* with forward Euler

5: Solve with XPBD iterations and get updated x*

6 Update u®

7 else

8 Explicit Euler solving spring mass system to update x*
9: end if

10: end for
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